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Mobile Crowdsensing (MCS) requires users to be motivated to participate. However, concerns regarding
energy consumption and privacy—among other things—may compromise their willingness to join such a
crowd. Our preliminary observations and analysis of common MCS applications have shown that the data
transfer in MCS applications may incur significant energy consumption due to the 3G connection setup.
However, if data are transferred in parallel with a traditional phone call, then such transfer can be done
almost “for free”: with only an insignificant additional amount of energy required to piggy-back the data—
usually incoming task assignments and outgoing sensor results—on top of the call. Here, we present an
Energy-Efficient Mobile Crowdsensing (EEMC) framework where task assignments and sensing results are
transferred in parallel with phone calls. The main objective, and the principal contribution of this article, is
an MCS task assignment scheme that guarantees that a minimum number of anonymous participants return
sensor results within a specified time frame, while also minimizing the waste of energy due to redundant
task assignments and considering privacy concerns of participants. Evaluations with a large-scale real-world
phone call dataset show that our proposed EEMC framework outperforms the baseline approaches, and it
can reduce overall energy consumption in data transfer by 54–66% when compared to the 3G-based solution.
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1. INTRODUCTION

Mobile Crowdsensing (MCS)—a term coined by Ganti et al. [2011]—is becoming in-
creasingly popular as the number of mobile devices equipped with sensors (including
phones, tablets, media players, games, and leisure/sports electronic devices) shows dra-
matic growth. Facilitated by the widespread adoption of sensor-equipped smartphones,
MCS has been successfully adopted to enable an ever-increasing number of sensing
applications, ranging from highway congestion detection [Thiagarajan et al. 2009] to
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social trend understanding [Rachuri et al. 2013] and urban noise pollution/air quality
monitoring [Rana et al. 2010; Dutta et al. 2009]. A main area of research in this field
is concerned with enabling distributed monitoring applications that do not rely on a
dedicated sensor network infrastructure, but where the crowdsensing communication
is facilitated by an already existing network between devices (mobile phones) that are
participating in the sensing tasks [Guo et al. 2014].

Typically, an MCS task is designed to collect sensing results from a specified number
of participants in a certain time duration. For example, the air quality of the central
business district in Abidjan City is monitored by an MCS application, which collects
40 samples of air quality sensed by different participants in the district every 2 hours.
Each of the MCS participants receives a sensing task assignment, then executes it,
and finally returns the sensing results. As a consequence, the air quality result sensed
by participants in the most recent 2-hour period can be used to estimate and update
the aggregated air quality index.

It is clear that user participation is necessary for successful mobile crowdsensing.
However, two main factors are known to compromise the users’ willingness to become
part of a crowd:

—Privacy: Due to the privacy concerns, a user may not be willing to participate in all
MCS tasks and may wish to anonymize herself in each MCS task in which her device
participates. To ensure privacy and, as a consequence, to encourage participation,
there must be no way to link a participant to her records in previous MCS tasks.

—Energy Consumption: The energy consumption of MCS on mobile devices may drain
the battery and as such might discourage user participation. The energy consumption
of an MCS task can be viewed locally by each individual crowd member or globally
from the point of view of the whole crowd. Individual Energy Consumption is con-
cerned with the energy consumed by the MCS task in the battery of each individual
participant’s mobile device, and this depends on the way that the MCS task executes
on the device. The Overall Energy Consumption is concerned with the total energy
consumed by all crowd members.

In the research being presented, we are motivated to minimize the total energy con-
sumption of the complete MCS task through reduction of energy consumption of indi-
vidual crowd members. Furthermore, we aim to achieve this goal without sacrificing
the anonymity requirement.

1.1. Proposed Research: Backgrounds, Assumptions, and Objectives

In terms of energy conservation of MCS applications on mobile device, three main
components—data transfer [Ferrari et al. 2012; Puccinelli and Giordano 2013; Akimura
et al. 2012; Musolesi et al. 2010], sensing [Gordon et al. 2012; Ramos et al. 2011], and
computation [Chu et al. 2011; Ra et al. 2012b]—have been the focus of study. Different
from the existing work in energy-efficient mobile crowdsensing mechanisms (or frame-
works) [Hachem et al. 2013; Sheng et al. 2012; Philipp et al. 2013; Cohn et al. 2012],
this article aims at designing a novel Energy-Efficient Mobile Crowdsensing (EEMC)
framework that addresses three aspects of the problem in an innovative manner. The
mechanism will (i) minimize overall energy consumption due to data transfer, (ii) guar-
antee that the required number of sensor results will be returned during each cycle,
and (iii) maintain the anonymity of users who have participated at any point in the life-
time of the crowdsensing activity. Our research is based on a number of well-justified
assumptions:

(1) Connection Setup Cost, and Energy Conservation in MCS Data Transfer: Re-
cent studies on energy consumption in a range of different devices note that a
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smartphone, operating on a 3G network, typically needs to consume “12 Joules be-
fore the first byte can be sent” [Thiagarajan et al. 2012; R. Pease 2013]. The energy
consumption for small data transfer (<10KB) is mainly concerned with establishing
(and closing) the 3G connection and is also fixed at around 12 Joules [Balasubra-
manian et al. 2009]. This is coherent with our previous study [Xiong et al. 2013a]
on air quality sensing, where we observed that when task assignments and the
results of the common MCS tasks are relatively simple and the transferred data
is quite small (≤10KB), then the energy consumption of data transfer to receive a
task assignment and return the result is also fixed at approximately 12 Joules.

(2) Parallel Transfer and Energy-Efficient MCS Data Transfer:If a mobile phone re-
ceives the task assignment and uploads the sensed result in parallel with the
user’s regular phone calls, then the additional energy consumed in data transfer
for an MCS task would be significantly reduced thanks to reuse of the already
established 3G connections [Nurminen 2010; Xiong et al. 2013a]. This type of
technique, which piggybacks data over connections established by voice calls or
other 3G mobile applications, is known commonly as Parallel Transfer. Taking the
Nokia N95 phone as an example, a 3G data connection typically consumes around
12 Joules (which is consistent with our first assumption), whereas the additional
energy incurred when piggybacking a data packet of 10KB over a 3G call is around
2.5 Joules (which corresponds to a 75%–90% reduction in energy consumption). As
an interesting comparison, sensing the noise with a microphone in the same phone
requires about 1 Joule in order to get a valid sample [Wang et al. 2009].

(3) Receive-Sense-Return Cycles and Delay-Tolerant MCS: To support MCS applica-
tions, many different task assignment schemes [Reddy et al. 2010; Jayaraman et al.
2012; Xiao et al. 2013; Sherchan et al. 2012; Ra et al. 2012a] have been proposed. All
these schemes structure mobile crowdsensing applications (on mobile devices) into
three main stages “Receive—Sense—Return” (or “recruiting—sensing—uploading”
in Ra et al. [2012a]). In the first stage, the mobile device receives task assignment
from the central server then executes the sensing task during the second stage and
returns the sensed results back to the central server in the third and final stage. A
wide range of MCS tasks (a good example is the previously mentioned air quality
sensing application) can be completed successfully, provided all mobile devices can
go through these three stages within a specified time frame (delay) for each single
task [Wang et al. 2013].

(4) Two-Call-Based MCS Mechanism for Cyclic Sensing Tasks: Considering the delay-
tolerant nature of many MCS tasks, it is a reasonable assumption that we can divide
an MCS task into equal-length (Receive-Sense-Return) cycles. In each sensing cycle,
the central server attempts to collect sensing results from a required number of
participants. With parallel transfer in mind, we can significantly reduce energy
consumption in data transfer of a sensing cycle if we are able to assign sensing
tasks to the mobile phone users who will place (make or receive) two or more phone
calls in the cycle. These users receive task assignments and return their sensed
results by piggybacking the data transfer on top of the calls through the parallel
transfer approach.

In summary, to enable energy-efficient mobile crowdsensing with a Two-Call-Based
MCS Mechanism, our initial research makes the assumptions that:

—Each MCS task lasts for a limited duration and involves a series of sensing cycles;
—All participants receive task assignments and return sensing results only when they

are involved in calls;
—In each cycle, a participant will be assigned tasks no more than once;
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Fig. 1. The use case of Abidjan’s CBD area.

—Due to privacy concerns, all participants will be anonymized for each MCS task in
such a way that we cannot link any participant to records of her previous MCS tasks.

Based on these assumptions, our research proposes an MCS task assignment mecha-
nism that meets two objectives:

(1) to ensure the required number of participants returning the sensing results within
the cycle, and

(2) to minimize the number of redundant task assignments.

To further illustrate the proposed research assumptions and objectives, let us reconsider
the aforementioned air quality sensing use case. An environmental nongovernmental
organization (NGO) in Ivory Coast, with the help of a local telco, launches an air quality
monitoring MCS task in Abidjan City’s CBD region where 25 cell towers are installed
(see Figure 1(a)). In order to provide the timely air quality sensed results to the citizens
of Abidjan city, the MCS task is designed to update the air quality reading once every
2 hours (i.e., a sensing cycle lasts for 2 hours). In order to provide reliable measures,
the application is designed to secure the data collection from a minimum number
(e.g., 80) of mobile users in the target area per sensing cycle. In order to facilitate
the task assignment, as shown in Figure 1(b), EEMC is deployed on a central server
that continuously monitors all mobile users’ calls in the target region, analyzes the
call activities of MCS participants, and decides, for each incoming call, if a participant
placing (making or receiving) the call should be assigned with a sensing task. Please
note that only when a participant makes/receives a phone call in the target region
can she receive the task assignment or return the sensed result. In this way, tasks
are assigned in a sequential manner as new calls are established, tasks assigned, and
sensed results returned.

1.2. Research Challenges and Our Contributions

To achieve the proposed research objectives and validate them through a realistic use
case, we address the following key technical challenges:

—Next-call prediction for the new arrival caller/callee based on accumulated call traces:
It is not possible to know in advance which of the crowdsensing participants will
be involved in (two) phone calls during a particular sensing cycle. Thus, we need
an effective method for predicting possible participation based on the participant’s
previous call history. However, due to the anonymization requirements, we cannot
link a user with her phone call records during previous MCS tasks. Thus, there
needs to be a method to predict the future phone call patterns of users using their
accumulated history restricted to the current task.
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Fig. 2. The two-phase task assignment framework.

—Dynamically decide whether further task assignment is needed: No method for call
prediction can be perfect. As a consequence, tasks may be assigned to participants
(based on their predicted call patterns) who fail to be involved in the minimum two
calls required for the “receive” and “return” stages in the sensor cycle. To mitigate
this problem, we propose assigning redundant tasks in such a way that the required
number of results will always be returned even if an individual participant’s call
behavior is not as predicted. To avoid energy waste, the redundant task assignments
should be as few as possible. The key decision that has to be made is concerned with
how to update task assignments (if it all) when a new call is established during a
single cycle.

—Current calling user vs. future users; a nontrivial tradeoff: Simple analysis would
suggest that it is a good strategy to assign a task to any user who has just established
a call (caller or callee), provided that she has not already been assigned a task and
provided that further task assignments are needed. However, this may not be a
good approach if this user has a low chance of being involved in a second call before
the current cycle is complete. The decision should not be made in a local manner:
It is better to compare the probability of the user meeting the two-call per cycle
requirement with the global probability set of meeting the same requirement for all
other crowd members (i.e., the participants having not placed any calls in the current
cycle but with higher probabilities of placing two calls before the end of the cycle).

In this article, we propose a two-phase approach (illustrated by the process shown
in Figure 2) to address the above-mentioned challenges. Consider the situation where
a user is making or receiving a phone call; our first phase queries and updates her
mobile phone call traces and identifies whether she is a candidate for task assignment
based on phone call prediction. In the second phase, with a user for whom we haven’t
yet assigned any task in the current cycle, a two-step decision-making process is pro-
posed to determine whether or not we should assign a task to her. The first step (using
the Adaptive Pace Controller for Task Assignment component) decides if further task
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assignments are needed based on tasks already assigned and the participants having al-
ready returned their sensing results, and the second step (using Near-Optimal Decision
Maker for Task Assignment) decides if the current caller/callee should receive the task
assignment through comparison with potential callers/callees in the time remaining of
the current cycle. The detailed contributions of this article are:

(1) First, motivated by saving energy in data transfer of MCS tasks for both indi-
vidual participants and the whole crowd, we propose a novel mobile crowdsensing
framework EEMC leveraging both the parallel transfer mechanism and the Receive-
Sense-Return cycle pattern while also respecting the requirement for anonymity.
Furthermore, we investigate and formulate the technical problem inside EEMC—a
task assignment decision making problem—with minimal number of task assign-
ments as the goal and the predefined number of returned sensed results as the
constraint. To the best of our knowledge, this is the first work which addresses the
issue of energy-efficient MCS data transfer in the proposed way.

(2) Second, we develop a two-step decision-making process and algorithms to control
the task assignments. When the proposed algorithm makes a decision on task
assignment, it considers four types of participants: (i) the calling user, (ii) the par-
ticipants already assigned with tasks, (iii) the participants having already returned
sensing results, and (iv) the future users who are (potentially) going to make two
phone calls. Although this algorithm is designed for EEMC, other MCS frameworks
with a similar optimization goal (but which do not assume that each assigned par-
ticipant will return his/her sensed result) - can also benefit from application of the
algorithm.

(3) Third, we evaluate EEMC on the Data for Development (D4D) dataset [Blondel
et al. 2012] containing 4-month call detail records of Ivory Coast citizens. The re-
sult shows that EEMC can guarantee that the required number of participants
return their sensing results while making fewer redundant task assignments than
the baseline schemes. When we consider overall energy consumption in data trans-
fer for MCS applications, such as air quality or noise monitoring at the Abidjan
CBD area, compared to the traditional 3G-based scheme,the reduction is quite sig-
nificant. In our case study, EEMC reduces energy consumption in data transfer by
approximately 75% for a specific participant, with a global reduction of 54–67% for
the whole crowd.

In summary, the rest of this article is organized as follows: Section 2 introduces the
related work of our research; Section 3 formulates the research problem of our proposed
work; Section 4 describes the EEMC framework and the skeleton algorithm; Sections 5,
6, and 7 present the core algorithms of EEMC; Section 8 introduces the baselines and
dataset we used to evaluate EEMC; Section 9 reports on the validation of EEMC based
on evaluation using the D4D dataset; and Section 10 discusses several open issues in
our research and summarizes our conclusions.

2. RELATED WORK

In this section, we briefly review the main work related to the research being pre-
sented, focusing on four key aspects: mobile crowdsensing applications and frame-
works, schemes to reduce individual energy conservation, schemes to reduce overall
energy consumption, and mobile phone call prediction models.

2.1. Mobile Crowdsensing Applications and Frameworks

There has been much recent research leading to the development of many different
mobile crowdsensing applications and services; for example automated recognition of
human activities and context using sensor data [Lane et al. 2011], automated modeling
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of location characteristics [Chon et al. 2012] and linking such location semantics to user
profiles [Isaacman et al. 2011], mapping network cells to geographic locations [Ficek
et al. 2012], social interaction and collective behavior sensing [Rachuri. et al. 2011;
Zheng and Ni 2012], mobile object discovery [Weinschrott et al. 2011] in urban areas,
and road traffic/public transport monitoring [Mathur et al. 2010; Jiang et al. 2011].

To support the above-mentioned applications, many different mobile crowdsensing
frameworks [Reddy et al. 2010; Jayaraman et al. 2012; Xiao et al. 2013; Sherchan
et al. 2012] have been proposed. For example, Xiao et al. [2013] designs a framework
to deploy MCS applications on mobile devices in order to scale the MCS system; Reddy
et al. [2010] propose a framework selecting the MCS participants from volunteers before
MCS task execution, where the participant selection is based on mobility data mining
and reputation modeling for volunteers; Sherchan et al. [2012] introduces CAROMM,
an MCS data collection framework based on mobile data mining in order to reduce the
data transmission for results uploading while maintaining the accuracy of collected
results; and Jayaraman et al. [2012] further develop CAROMM and provide a real-time
context-aware MCS framework delivering integrated sensed results to MCS end users.
Ra et al. [2012a] have presented a rapid prototyping framework called “Madusa” for
mobile crowdsensing. The proposed framework structures mobile crowdsensing into
three main stages: “recruiting-sensing-uploading” (which is equivalent to the three
steps of “receive-sense-return” of our proposed mechanism). As a consequence, our
approach can coherently support a wide range of mobile crowdsensing applications
developed within this three-step framework.

Different from all previous work, which assumes that each assigned participant
would return sensed results, EEMC assumes that assigned participants may not be
able to return sensed results. This is a much more realistic assumption because it
can, among other things, cope with a common scenario of a participating user’s phone
being turned off in the middle of a cycle (perhaps due to the battery losing charge).
In order to manage this more realistic model of the crowd of user participants, a more
complex allocation algorithm based on redundancy needs to be used. However, redun-
dancy increases energy consumption. Thus, the research challenge is to have a “fault
tolerant” allocation mechanism that attempts to minimize the number of redundant
task assignments.

2.2. Energy Saving for Individual MCS Device

As previously mentioned, the energy cost for a mobile device to perform a sensing task
can be generally divided into three parts: for sensing, computation, and data transfer.
As a consequence, most research on energy conservation focuses on each of these parts:

(1) To reduce the energy cost for sensing, there are many proposals ranging from
the adoption of low-power sensors [Cohn et al. 2012; Larson et al. 2011] and adaptive
sensor schedulers [Kjærgaard et al. 2011], to using sensing data predictors [Jiang et al.
2011; Gordon et al. 2012].

(2) To save the energy cost for computing, mobile sensing systems have turned to
using low-power processors [Ra et al. 2012b] and reducing computation workloads by
leveraging energy-efficient sensing data processing algorithms [Chu et al. 2011; Frank
2011] or offloading mechanisms [Ramos et al. 2011].

(3) To reduce the energy cost for data transfer, three lines of research have been
conducted:

—Using low-power wireless communication [Puccinelli et al. 2012; Brown et al. 2007]
can directly reduce the energy consumption of data transfer. Our research follows
this approach by leveraging the parallel transfer with voice call [Nurminen 2010] as
a low-power communication method.
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—Using mobile nodes as relays [Puccinelli et al. 2012; Pásztor et al. 2007] to carry and
forward data between sensing devices and the server can save energy since multihop
relaying may still cost less than uploading data directly to the server.

—Transferring less sensing data can also save energy. The compression of sensing
data [Soroush et al. 2008] can reduce the data size directly. Furthermore, strategies
exist for minimizing data transfer by communicating only unpredictable data while
inferring the predictable data [Musolesi et al. 2010]. These methods may consume
more energy during computation, so they require a careful tradeoff to make the whole
system more energy-efficient.

Finally, energy-harvesting mobile sensing systems [Smith et al. 2006] have been stud-
ied to function with battery-free platforms.

2.3. Overall Energy Saving for MCS Task

For saving overall energy in an MCS task [Reddy et al. 2010; Weinschrott et al. 2010;
Philipp et al. 2013; Musolesi et al. 2010; Sheng et al. 2012; Ahmed et al. 2011; Hachem
et al. 2013], the common objective is to reduce energy consumption in each mobile device
and deploy the smallest number of mobile devices possible. Although EEMC shares
the same objective of reducing overall energy consumption, our work is significantly
different due to the following aspects:

(1) In order to formulate the overall energy conservation as an optimization problem
in mobile crowdsensing, previous approaches use sensing coverage as the funda-
mental constraint: The research goal then addresses the problem of finding the
minimal number of participants needed to cover a set of target areas [Reddy et al.
2010; Weinschrott et al. 2010; Philipp et al. 2013] or a certain percentage of the
target areas [Ahmed et al. 2011; Hachem et al. 2013]. In contrast, EEMC considers
the number of sensed results returned in one target area to be the fundamental
constraint. The optimization problem in this case is based on a very different math-
ematical model, one whose goal is to return at least a predefined number of sensor
results with a minimal number of task assignments. Of course, it may be possible
to combine our proposed technique with existing work in order to minimize the
number of selected participants with respect to a combination of both constraints.
However, this is out of the scope of the work being presented in this article.

(2) Unlike approaches that focus on reducing overall energy consumption in sensing
[Musolesi et al. 2010; Philipp et al. 2013; Sheng et al. 2012; Hachem et al. 2013],
we focus on reducing the overall energy consumption in data transfer. However,
the techniques in reducing sensing energy consumption can also be applied in our
framework and would complement our approach.

Finally, the validation approaches used in previous papers use either small-scale real-
world data or a large scale simulated dataset. We argue that there are weaknesses
in both these types of evaluation approaches, and we adopt a large-scale real-world
approach using the mobile phone dataset D4D to verify the effectiveness of our proposed
algorithms.

2.4. Mobile Phone Call Prediction

Phithakkitnukoon and Dantu [2011] propose leveraging phone call prediction to sup-
port future ubiquitous computing applications and present an adaptive call predictor
[Phithakkitnukoon et al. 2011] based on the historical phone call behaviors of users.
We use the predictability of future phone calls of users to inform the task assignment
decision process. In addition, we propose a means to guarantee the required number of
participants returning sensor data even when the prediction model is not accurate.
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3. PROBLEM FORMULATION

An MCS task consists of a sequence of sensing cycles—assumed to be of the same
length/frequency—with each cycle requiring a predefined number of sensing data to be
collected. This expected number is the most important target in data collection because
sensing data processing can be compromised if insufficient updated data are available.
For simplicity, we assume that the expected number of sensing data requirement is
constant throughout the task and between cycles.

In this article, the MCS tasks are treated as independent of each other in order to
respect the privacy protection policy. Individual calling history information of mobile
users should not be shared among MCS tasks. However, during an individual MCS
task, the calling history of a different group of users can be recorded, but the record
will expire when the MCS task ends. In order to collect a set of sensing data from a
single mobile user in one cycle, it is necessary and sufficient that the user be involved
in two calls: one call for assigning a task from the server and the other for returning
sensing data. Also, no mobile user in a sensing cycle can be assigned the task of
collecting sensing data more than a single time. With these conditions in mind, we
formally formulate the problem as follows.

Given an MCS task with starting time t0, sensing cycle T , and the expected number
of sensing data Ne from a sensing cycle, we record the timestamps and participants
making/receiving phone calls from t0. We denote Ak as the set of mobile users who have
been assigned with sensing tasks since the start of cycle k and Rk as the set of mobile
users who have returned sensing results, where Rk is always a subset of Ak. Every
time a participant makes/receives a phone call in the sensing cycle k, our problem is to
decide whether to assign a task to the participant. The goal of task assignments is to:

minimize |Ak|, subject to |Rk| ≥ Ne

by the end of cycle k. It should be noted that, because we cannot know in advance
who is going to place another call, we cannot statically optimize the task assignment
process. Therefore, the dynamic decision making for task assignments is based on a
phone call history and prediction model. In this way, our research decomposes the
original task assignment problem into two subproblems: phone call prediction and the
task assignment decision making based on the prediction.

4. EEMC FRAMEWORK AND SKELETON ALGORITHM

As shown in Figure 2, EEMC consists of two main phases: Candidate User Identification
Based on Call Prediction and Two-Step Decision-Making Process for Task Assignment.
These two phases are designed to solve the two subproblems for task assignment
decision making, respectively. In the rest of this section, we briefly describe each of the
two phases.

4.1. Phase I - Candidate User Identification based on Call Prediction

Given an incoming call, Phase I of EEMC first checks if the caller is in the MCS
participant list. If so, it will update the call traces of the current caller and identify
if the current caller is a candidate for task assignment through predicting her future
calls. Phase I has a simple design to be implemented as a single core functional module:

—Next-Call Prediction Model Based on Accumulated Call Traces. With histor-
ical call traces of the current caller as the input, a Predictive Model estimates the
probability of the user placing another phone call in the remaining time (from the
current time to the end of cycle).

If the current caller has a high probability of placing another call and has not yet
received any task assignment in the current cycle, then EEMC deems that the user is a
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suitable candidate for task assignment and goes to the second step for task assignment
decision making. If the current caller has received the sensing task assignment but
hasn’t returned the sensed result, then EEMC collects the sensed result from her. If
she has already returned the sensed result or is not in the selected MCS participant
list, then EEMC skips the call and exits the assignment process.

4.2. Phase II - Two-Step Decision-Making Process for Task Assignment

Given the current caller who has been identified as a candidate for task assignment (by
Phase I), Phase II firstly decides (i) ifEEMCneed make further task assignment(s) and,
if so, then (ii) it decides if the current caller should receive the task assignment. The
Phase II design is based on two functional modules, one for each step of the decision
making process:

—Adaptive Pace Controller for Task Assignment. Given the list of participants
already assigned (Ak) and the list of participants already returned (Rk), EEMC esti-
mates the probability of having a missing number (Ne − |Rk|) of potential returners
(Ak−Rk) placing another call before the end of current sensing cycle. If the probability
is higher than the given success probability Ps, then we decide the tasks already as-
signed are able to ensure the expected number of participants returning and further
task assignments are not needed immediately. If the probability is lower than the
given success probability, then EEMC goes to the second step for decision making of
task assignment.

—Near-Optimal Decision Maker for Task Assignment. Given the state and
history of all known participants, EEMC identifies the future candidate users who
haven’t placed any call in the current cycle but who are likely to place two calls
before the end of the current cycle. Then, from this set of future users, EEMC
predicts the users who have higher probability of placing two calls than the current
caller placing another call. (We name this set the future-surer candidates.)
With the sets of potential returners and future-surer candidates as inputs, EEMC
estimates the probability of having a missing number of participants (from the two
input sets) returning the sensed results. If the probability is higher than the given
threshold (Ps), then there exists a sufficient number of better candidates in future
and EEMC skips the current caller and leaves the sensing task to future candidates.
If the probability is lower than the given threshold, then EEMC assigns the sensing
task to the current caller.

With the two steps just described, EEMC assigns tasks to those participants who have
the “higher probabilities” of placing another call to return their sensing results, and
stops making further task assignment immediately when it predicts the tasks already
assigned can secure the expected number of participants returning. Heuristically, the
proposed method can minimize the total number of task assignments.

Following the above-mentioned two-phase framework, we design and implement the
task assignment algorithm of EEMC. The skeleton of the EEMC algorithm is shown in
Algorithm 1, where the variables are defined in Tables I and II. We will describe each
module in the design of the EEMC algorithm in the following sections.

5. NEXT-CALL PREDICTION MODEL BASED ON ACCUMULATED CALL TRACES

EEMC predicts the call of a mobile user dependent on the periodicity of past calls in
recorded call traces. Assume an MCS task parts one day into M sensing cycles. Given
a sensing cycle k and the elapsed time t, we build a user Ui ’s call model in cycle k
by mining Ui ’s call traces (including timestamps and cell tower ids) in corresponding
cycles of previous days. For instance, to predict the call of a user in the current sens-
ing cycle from 08:00 to 10:00, all her past call records throughout the same period
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ALGORITHM 1: The Skeleton of EEMC Algorithm
Input: M, k, Ak, Rk,Ui ,c j ,t,Sk,t, S1,...Sk−1, and Ps
Output: {true,false}–Assign or Not

1 begin
/* Phase I: Candidate User Identification based on Call Prediction */

2 update Call Model(Ui, t, k); // Predictive Model based on Accumulated Call Traces
3 if Ui ∈ Ak then
4 if Ui /∈ Rk then
5 collect Sensing Result(Ui, Rk);
6 end
7 return false;
8 end

/* Phase II: Two-step Decision Making Process for Task Assignment */
9 if |Rk| < Ne then

// Step 1: Pace Controller for Task Assignment
10 P f ull f ill ← probfulfill(Ak, Rk, Ne, t);
11 if Pf ull f ill < Ps then

// Step 2: Near-Optimal Decision Maker for Task Assignment
12 if k ≤ M then

// Cold-start
13 if Pk,t{xi ≥ 1} > Pk,t{xi ≥ 0} then
14 Ak ∪ {Ui} → Ak;
15 return true;
16 else
17 return false;
18 end
19 else

// future-surer user based selection
20 FSUi ← futureSurer(Ui, S1..Sk−1, Sk,t);
21 P∗

f ull f ill ← prob∗
fulfill(Ak, Rk, FSUi , Ne, t);

22 if P∗
f ull < Ps then

23 Ak ∪ {Ui} → Ak;
24 return true;
25 else
26 return false;
27 end
28 end
29 end
30 end
31 end

08:00–10:00 will be adopted. Note that the calls made/received by Ui in the current
cycle are likewise incorporated for her call prediction.

5.1. Probabilsitic Model of Phone Calls

Assuming the call sequence follows an inhomogeneous Poisson process [Weinberg et al.
2007; Lin 1997], then the probability of a user Ui placing n phone calls from instant t
to the end of cycle k can be modeled as:

Pk,t{xi = n} =
(

λi,k,t
�t
T

)n

∗ e−λi,k,t
�t
T /n!,

where �t = (t0 + K ∗ T ) − t denotes the remaining time from instant t to the end of the
cycle, T is the sensing cycle duration, and λi,k,t refers to the Poisson intensity.

ACM Transactions on Intelligent Systems and Technology, Vol. 6, No. 3, Article 39, Publication date: April 2015.



39:12 H. Xiong et al.

Table I. Symbols and Definitions

Symbols Definitions
t0 The starting time of an MCS task;
T The duration of a sensing cycle;
Ne The expected number of returned participants
k The index of a specific cycle;
t The elapsed time during cycle k, where t ∈ [t0 + (K − 1)T , t0 + K ∗ T ) ;
Ak The set of participants already assigned with tasks in the cycle k;
Rk The set of participants having already returned sensing results k;

Table II. Variables Used in EEMC Algorithms

Symbols Definitions
Sk,t The set of participants who make/receive phone calls from the start

of cycle k to t, where t ∈ [t0 + (k − 1) ∗ T , t0 + k ∗ T );
Sk The set of participants who make/receive phone calls throughout the

whole cycle k;
Ci,k,t The number of calls made/received by user Ui from the start of cycle

k to t, where t ∈ [t0 + (k − 1) ∗ T , t0 + k ∗ T );
Ci,k The number of calls made/received by user Ui throughout the whole

cycle k;
M The MCS task consists of M cycles in a day;
Pk,t{xi = n} The probability of Ui making/receiving n calls from time t to

the end of cycle k, where t ∈ [t0 + (k − 1) ∗ T , t0 + k ∗ T );
FSUi The set of future-surer users of Ui , where Ui makes/receives a

phone call at t of cycle k, ∀U j ∈ FSUi , Pk,t{xj ≥ 2} > Pk,t{xi ≥ 1};
Pfulfill The probability of having at least a missing number(Ne − |Rk|)

of potential returners placing another call before the end of cycle;
P∗

fulfill The probability of having at least a missing number(Ne − |Rk|)
of sensed results returned from potential returners and future-surer
candidates ((Ak − Rk) ∪ FSUi );

5.2. Parameter Estimation using Accumulated Traces

According to the Poisson law and Maximum Likelihood Estimation (MLE) [Gourieroux
et al. 1984], when k ≤ M, the Poisson intensity λi,k,t = Ci,k,t refers to the number of calls
made/received by Ui from the start of cycle k to time t; when k > M, λi,k,t is estimated as
the average number of phone calls that a user Ui has placed in previous corresponding
cycles, specifically it is modeled as:

λi,k,t =
∑

1≤k′≤�k/M� Ci,(k′ ∗M+k mod M) + Ci,k,t

�k/M� , (1)

where Ci,(k′∗M+kmod M) (1 ≤ k′ ≤ �k/M�) refers to the number of phone calls
made/received by Ui in all previous corresponding cycles of cycle k (cycle k is included).
For example, as shown in Figure 3, the sensing cycle k is from 10:00 to 12:00 in the
fourth day of the MCS task. Then, Ci,kmod M = 2, Ci,M+kmod M = 3 and Ci,2M+kmod M = 2
stand for the numbers of phone calls made/received by Ui during the corresponding
cycles in the first, second, and third days, respectively. Because only one phone call has
been made/received by Ui from the start of cycle k to the elapsed time t, EEMC counts
the number of phone calls made in current cycle as Ci,k,t = 1. Thus, in this example,
the Poisson intensity of Ui in the sensing cycle k is estimated to be λi,k,t = (2+3+2)+1

4 = 2.

6. ADAPTIVE PACE CONTROLLER FOR TASK ASSIGNMENT

In this section, we would like to introduce: (i) the adaptive pace control mechanism
for task assignment, (ii) the probability estimation used in adaptive pace control
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Fig. 3. An example: Estimating the parameter with Ui ’s accumulated call traces.

Fig. 4. The example of P{Xk,t(Ak − Rk) = N} computing (best viewed in digital format).

mechanism (i.e., estimating if the missing number of sensed results can be returned
from potential returners), and (iii) a low-complexity algorithm to reduce the time con-
sumption of the probability estimation in the Adaptive Pace Controller.

6.1. Adaptive Pace Control for Task Assignment

Given the set of potential returners (Ak − Rk), the missing number of sensed results
(Ne − |Rk|) and the instant time (t) in cycle k, we estimate:

—Pfulfill—the probability of having at least (Ne−|Rk|) potential returners placing another
call before the end of cycle k.

With Pfulfill defined and the success probability threshold Ps given, EEMC controls the
task assignment in a straightforward way—if Pfulfill ≥ Ps then further task assignments
are not needed immediately, and EEMC stops making further task assignments; if
Pfulfill < Ps then further task assignments are still needed, and EEMC moves to the
next step for task assignment: decision making (please see also in the pseudo code
between Lines 9–11 of Algorithm 1). In this way, the key is to calculate Pfulfill.

6.2. Probability Estimation for Adaptive Pace Control

In order to estimate Pfulfill, we first define P{Xk,t(Ak − Rk) = N} as the probability of
having N out of |Ak − Rk| potential returners placing at least another call before the end
of cycle k, where N ≤ |Ak − Rk|. To calculate this probability, we need to first enumerate
all possible subsets of N participants from Ak − Rk. For each subset of N participants,
we need to calculate the probability of having N participants placing at least another
single call before the end of current cycle. Finally, as with the example shown in
Figure 4, P{Xk,t(Ak − Rk) = N} provides an estimation of the sum of probabilities for
all possible subsets, and it is calculated as specified in Equation (2).
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P{Xk,t(Ak − Rk) = N} =
|s|=N∑

∀s⊂(Ak−Rk)

∏
∀Um∈s

Pk,t{xm ≥ 1}
∏

∀Um∈Ak−Rk−s

(1 − Pk,t{xm ≥ 1})
(2)

In this way, Pfulfill is estimated as the sum of P{Xk,t(Ak−Rk) = N}, where N is an integer
ranging from the missing number of sensed result (Ne − |Rk|) to the total number of
potential returners (|Ak − Rk|) (see Equation (3)).

Pfulfill =

⎧⎪⎪⎨
⎪⎪⎩

0, |Ak| < Ne

N≤|Ak−Rk|∑
N≥Ne−|Rk|

P{Xk,t(Ak − Rk) = N}, |Ak| ≥ Ne
(3)

Please note that, when the number of participants already assigned is less than the
expected number of sensed results (i.e., |Ak| < Ne) then it is not possible to collect the
predefined number of sensed results, thus Pfulfill = 0.

6.3. A Low-Complexity Algorithm for Adaptive Pace Controller Implementation

As the computation complexity of enumerating all subsets from a n-length set is O(2n), it
is very time-consuming to solve Equation (2) through a subset-enumeration algorithm.
For example, there are 250 = 1.126 × e15 subsets in a set with 50 elements. To reduce
the computation complexity of Pfulfill in Equation (2), we proposes an algorithm with
O(n2) complexity. According to the Probability Generating Function Theory [Gardiner
et al. 1985], P{Xk,t(Ak − Rk) = N} is equivalent to the coefficient of zN in the following
polynomial over z: ∏

Um∈Ak−Rk

(z ∗ Pk,t{xm ≥ 1} + (1 − Pk,t{xm ≥ 1})). (4)

Finally, we can resolve the given polynomials and calculate all necessary coefficients
by using Algorithm 2.

7. NEAR-OPTIMAL DECISION MAKER FOR TASK ASSIGNMENT

Given the incoming call from one of the MCS participants and previous call records,
the key algorithms of this step include (i) identifying all future-surer candidates, (ii) es-
timating if the missing number of sensed results can be returned from future-surer
candidates and potential returners, and (iii) the Near-Optimal task assignment deci-
sion making.

7.1. Identifying Future-surer Candidates

Given the current caller Ui, we consider Um as a future-surer candidate if:

—Um has placed calls in previous corresponding cycles but hasn’t placed any call in the
current cycle, i.e., Um ∈ S1 ∪ S2 · · · ∪ Sk−1 − Sk,t, and

—Um has a higher probability of placing at least two calls than Ui placing at least
another call (i.e., Pk,t{xm ≥ 2} > Pk,t{xi ≥ 1}).

Putting all the future-surer candidates together with regard to Ui, they are denoted as
FSUi .
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ALGORITHM 2: Computing Coefficients
Input: Ak, Rk, and Pk,t{xm = n}
Output: coeffs– the array of coefficients

1 begin
/* initiate the coefficients of polynomial. */

2 coeffs← NEW ARRAY OF SIZE(1);
3 coeffs[0]← 1;

/* Cumulative Product of Binomials */
4 for 0 ≤ m < |Ak − Rk| do
5 new length←LENGTH OF(coeffs)+1;
6 new coeffs←NEW ARRAY OF SIZE(new length);
7 for 0 ≤ i <LENGTH OF(coeffs) do
8 new coeffs[i] += coeffs[i] * (1-Pk,t{xm ≥ 1});
9 new coeffs[i+1] += coeffs[i] * Pk,t{xm ≥ 1};

10 end
11 coeffs←new coeffs;
12 end
13 return coeffs;
14 end

ALGORITHM 3: Identifying Future-Surer Candidates
Input: S1, S2 . . . , Sk−1, Sk,t and Ui
Output: FSUi : the set of future-surer users for Ui

1 FSUi ← ∅;
2 for Ul ∈ S1 ∪ S2 · · · ∪ Sk−1 − Sk,t do
3 if Pk,t{xl ≥ 2} > Pk,t{xi ≥ 1} then FSUi ∪ {Ul} → FSUi
4 end
5 return FSUi ;

7.2. Estimating If the Missing Number of Sensed Results Can Be Returned
from Future-surer Candidates and Potential Returners

Given the set of future-surer candidates FSUi , the set of potential returners (Ak−Rk), and
the missing number of sensed results (Ne − |Rk|), we estimate P∗

fulfill as the probability
of having at least the missing number of sensed results (Ne − |Rk|) returned from the
potential returners and future-surer candidates ((Ak− Rk)∪ FSUi ) before the end of cycle
k. Apparently, the estimation of P∗

fulfill depends on the probability of each Um returning
the sensed results (Um ∈ (Ak − Rk)∪ FSUi ) before the end of cycle k, each Um’s returning
probability can be computed using Equation (5):

P ′
k,t(Um) =

{
Pk,t{xm ≥ 1}, Um ∈ (Ak − Rk).

Pk,t{xm ≥ 2}, Um ∈ FSUi

(5)

In the case of Um ∈ (Ak−Rk) (belonging to the potential returner set), P ′
k,t(Um) is modeled

as the probability of Um placing at least another call before the end of cycle k. In the case
of Um ∈ FSUi (belonging to the future-surer candidate set), then P ′

k,t(Um) is modeled as
the probability of Um placing at least two calls before the end of cycle k. Given each user
Um’s returning probability P ′

k,t(Um), similar to the estimation of Pfulfill in Equation (3),
P∗

fulfill can be computed using Equations (6) and (7), where P{X∗
k,t(FSUi ∪ (Ak− Rk)) = N}

refers to the probability of N sensed results being returned from future-surer candidates
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and potential returners.

P∗
fulfill =

⎧⎪⎪⎨
⎪⎪⎩

0 , |Ak ∪ FSUi | < Ne

N≤|(Ak−Rk)∪FSUi |∑
N≥Ne−|Rk|

P{X∗
k,t(FSUi ∪ (Ak − Rk)) = N}, |Ak ∪ FSUi | ≥ Ne

(6)

P{X∗
k,t(FSUi ∪ (Ak − Rk)) = N} =

|s|=N∑
∀s⊂(Ak−Rk)∪FSUi

∏
∀Um∈s

P ′
k,t(Um)

×
∏

∀Um/∈s

(1 − P ′
k,t(Um))

(7)

Similar to Equation (2), P{X∗
k,t(FSUi ∪ (Ak − Rk)) = N} is equivalent to the coefficient

of zN in polynomial: ∏
Um∈(Ak−Rk)∪FSUi

(z ∗ P ′
k,t(Um) + 1 − P ′

k,t(Um)). (8)

Obviously, all coefficients in Equation (8) can be resolved by an algorithm similar to
Algorithm 2 under O(n2) complexity.

7.3. Near-Optimal Task Assignment Decision Making

With P∗
fulfill computed and the threshold Ps, EEMC assigns a task to the current caller

(Ui) if P∗
fulfill is lower than P∗

s . The pseudo code of Near-Optimal task assignment
decision making is shown in Lines 12–28 of Algorithm 1.

Please note that, according to our proposed Future-surer Candidates Identification
listed in Algorithm 3, it is impossible to discover any future-surer candidates in the
sensing cycles of the first day in an MCS task (i.e., k ≤ M). Thus, there needs a method
to cold-start the proposed Near-Optimal Decision Maker in the first day of an MCS
task. Rather than comparing the current caller with potential users in the future, we
propose a method to make the task assignment decision making based on the current
caller’s next-call probability alone. As shown in Lines 12–19, when k ≤ M, this step
decides to assign a task to the current caller Ui, if Pk,t{xi ≥ 1} > Pk,t{xi = 0}. If Ui
doesn’t have a higher probability of placing another call before the end of cycle, then
this step skips the current caller.

8. EXPERIMENTAL SETUPS

In this section, we introduce two baselines for comparison with EEMC, then present
an overview of our dataset and experiment configuration.

8.1. Baseline Methods and Parameter Settings

In this section, we present the configurations and setups of our proposed baselines.

—Greedy: The most obvious method for task assignment to ensure a predefined num-
ber of sensed results is the Greedy method, which assigns the sensing task to each
new calling participant until the expected number of sensed results are returned
(i.e., until |Rk| = Ne). This baseline method provides an upper bound of total task
assignments to ensure that the expected number of participants return data.

—Pace: Because there is a delay between task assignment to a participant and the
return of the sensed result from the participant (through making another call), re-
dundant tasks could be assigned when the expected number of results have been
returned. Indeed, if the expected number of returned results can be predicted in

ACM Transactions on Intelligent Systems and Technology, Vol. 6, No. 3, Article 39, Publication date: April 2015.



EEMC: Enabling Energy-Efficient Mobile Crowdsensing with Anonymous Participants 39:17

Fig. 5. Statistics of evaluation traces in D4D dataset.

advance, based on our proposed Adaptive Pace Controller module, the task assign-
ment process could terminate earlier to avoid some unnecessary task assignment.
The task assignment strategy leveraging the adaptive pace controller for task assign-
ment module is defined as Pace controller-based method (or Pace in short).

The comparison between Greedy and Pace shows whether our proposed Pace con-
troller can stop making further task assignments when the tasks already assigned are
sufficient to guarantee the expected number of participants returning. Furthermore,
compared to the Pace method, EEMC assigns tasks considering not only participants
with tasks already assigned, but also the future callers/receivers. Thus, the compari-
son between Pace and EEMC demonstrates the improved performance of our proposed
Optimal Task Assignment Decision Making method with respect to the minimization
of the total number of task assignments. In all experiments, we set the threshold Ps =
99.99% for the evaluation of Pace controller-based baseline and EEMC.

8.2. Dataset and Experiment Setups

The D4D project collected 4 months of Call Detail Records (CDR) from Orange Telecom
subscribers in the Ivory Coast, nationwide. Each CDR record includes the calling time,
the cellular tower where the call was made/received, and the identifier of the mobile
phone user. The D4D dataset has been split into consecutive 2-week periods. In each
time period, 50,000 users are randomly selected from all subscribers in the Ivory Coast.
All selected users are assigned anonymized identifiers. Thus, in this study, we assume
that each MCS task lasts for 2 weeks. For each participant, we can retrieve her call
traces in the current MCS task but cannot link to her previous records. As we discussed
in Section 1, the mobile phone users inside the D4D dataset perfectly satisfy the privacy
constraints for MCS participants. The detailed experiment settings are as follow:

(1) Sensing Cycles: We evaluate EEMC when monitoring the CBD of Abidjan (shown in
Figure 1(a)) from Monday to Friday every week (holidays excluded). Each sensing
cycle lasts 2 hours, and we sense only in the working hours from 08:00 to 18:00
of a day. Thus, we split a working day into five equal-length sensing cycles (i.e.
8:00–10:00, . . . ,16:00–18:00).

(2) Participants: In every 2-week period, 2,000–3,000 mobile phone users recorded in
our dataset would place phone calls in the target area (i.e., approximately 0.3% local
mobile subscribers living in the target area). We assume them to be participants
in our MCS task. To further introduce the call behaviors of these participants, we
count the numbers of phone calls, calling participants, and frequent users (those
with two or more phone calls in a sensing cycle). The average/minimum/maximum
numbers of these are shown in Figure 5. It shows that (i) on average, 1,200–2,000
calls will be received/made in the target region per sensing cycle, (ii) on average, no
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Fig. 6. Comparison of task assignments and returned participants: EEMC vs. Pace vs. Greedy.

more than half the calling participants (i.e., approximately 200 participants) will
place another call in a sensing cycle, and (iii) at least 136 users will place two or
more phone calls in a sensing cycle.

(3) The Expected Number of Sensed Results: Consequently, we cannot ensure the
expected number of participants returning in each of sensing cycles, if we expect
more than 136 participants to return. Thus, for our experiments, we set the
expected number of returned participants in each cycle Ne to be evenly distributed
from 10 to 130 (i.e., Ne = 10, 20, 30, . . . 130).

In the following sections, we introduce the evaluation results based on the experiment
setups just specified.

9. EVALUATION RESULTS

In this section, we present and compare the evaluation results of EEMC, Pace, and
Greedy methods:

(1) In Section 9.1, we show the overall performance comparison of EEMC, Pace, and
Greedy, including the average/maximal/minimal number of task assignments and
returned participants in each sensing cycle.

(2) In Section 9.2, we extract and present the performance of EEMC at the cold start
period.

(3) In Section 9.3, we examine in detail the execution of the three algorithms on a
subset of the experimental data in order to illustrate their behaviors. Through a
case study of EEMC, Pace, and Greedy, we analyze how EEMC assigns tasks step
by step in a sensing cycle.

(4) In Section 9.4, we estimate how much energy our proposed EEMC scheme can save
in data transfer compared to the commonly seen 3G-based MCS schemes.

The results will combine to show the excellence of EEMC with respect to minimizing
the total number of task assignments and saving overall energy consumption while
guaranteeing the expected number of participants returning results.

9.1. Performance Comparison

In Figure 6, we present the average/minimal/maximal numbers of task assignments
and returned participants for EEMC, Pace, and Greedy in each sensing cycle with
varied Ne (10 to 130).

(1) Number of Returned Participants. The primary constraint of our work is to
ensure the expected number of participants returning their sensing results. Fig-
ure 6(b) shows that, for either EEMC, Pace, or Greedy, the minimal number of
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Fig. 7. Number of task assignments and returned participants in cold start period.

returned participants in each sensing cycle is equal to or greater than the expected
number (Ne). It means, with any of these methods, the MCS tasks can be success-
fully fulfilled in each of sensing cycles. However, in all the cases, the number of
returned results is bigger than the expected number Ne, even though the number
of returned results for EEMC is 3.8%, whichi is 17% less than Pace and 23–59%
less than Greedy on average.

(2) Number of Task Assignments. Furthermore, the optimization goal of EEMC is
to minimize the total number of task assignments. Figure 6(a) shows clearly that
EEMC assigns less tasks to participants than Pace and Greedy. On average, EEMC
reduces task assignments by 6–23% when compared to Pace, and it reduces task
assignments by 27–62% when compared to the Greedy method.

For the Greedy method, it is obvious that the delay between the task assignment to the
participant (who returns the Nth

e sensed result in this cycle) and the return of the sensed
result cause a large number of redundant task assignments and unnecessary returned
results, whereas the Pace method may assign tasks to the participants not placing
another call in the sensing cycle, which leads to high redundant task assignments. In
contrast, for EEMC, the reason for the redundant task assignment is mainly due to the
inaccurate call prediction with a limited number of call traces. However, in terms of the
number of task assignments and returned results, EEMC still outperforms all other
methods in all conditions. In summary, we can conclude that the overall performance of
EEMC is the best among the three schemes. It ensures data collection from the expected
number (10–130) of participants and assigns the minimal number of redundant tasks
among all evaluated schemes.

9.2. Cold-Start Performance

As discussed in Section 7.3, EEMC needs to cold-start its Near-Optimal decision-
making module in the first day of every MCS task (namely cold-start periods).
Figure 7(a) illustrates the number of task assignments per cycle in the cold-start
periods, whereas Figure 7(b) presents the number of returned participants. During
the cold-start periods, EEMC slightly outperforms Pace but performs worse than the
average in normal periods. This is because the Near-Optimal decision-making module
assigns tasks to callers with “maximal probabilities” to return their sensing results
after the cold-start period. Pace also performs worse during the cold-start periods due
to the inaccuracy of probability estimation at the beginning of MCS tasks.
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Fig. 8. Number of task assignments and returned participants varying with time in the cycle of 10:00−12:00,
December 15, 2011.

9.3. Case Study and Analysis

To verify whether each proposed algorithm works as designed using the real-world
datasets, we investigate how EEMC assigns tasks inside a single (typical) sensing
cycle. We choose the sensing cycle of 14:00−16:00, December 15, 2011, for the case
study and set the expected number of returned participant as 80 (i.e., Ne = 80). Please
note that this sensing task is not in the cold-start period.

In Figure 8, we count the number of task assignments and returned participants
varying against time inside the chosen sensing cycle and visualize the process of task
assignments. We evaluate all three schemes, observing that:

—Comparing Greedy with Pace, Pace assigns tasks to the same calling participants
as Greedy but stops assigning new tasks at 14:24 when 42 participants return their
sensed results, whereas Greedy keeps assigning new tasks until 14:39, when a total of
80 participants return their sensed results. The Pace method stops 15 minutes earlier
than the Greedy method, which causes 65 fewer redundant task assignments and
36 fewer unnecessary returned results. Such improvement is contributed to by our
proposed Adaptive Pace Controller that stops assigning a new task when it estimates
that the tasks already assigned are enough to fulfill the minimum requirement.

—Comparing EEMC with Pace, EEMC gives up assigning tasks to calling participants
even in the beginning of the cycle because it predicts there are a sufficient number
of future users who have higher probabilities to place two calls before the end of the
current cycle. We can see that EEMC holds the tasks and leaves them to future-surer
users. In this way, EEMC stops making new task assignments later (at 14:33, when
54 participants return) but assigns fewer tasks (35 fewer) than the Pace to fulfill the
task. Since EEMC always chooses the users with higher probabilities to place two
calls, it can guarantee the expected number of participants returning after assigning
a smaller number of tasks.
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Table III. Data Transfer Energy Consumption Estimation

Schemes Energy Consumption
3G-based scheme Ne ∗ (12 + 12) = 24 ∗ Ne
Parallel+3G-based scheme Ne ∗ (3 + 12) = 15 ∗ Ne
EEMC Pace and Greedy |Ak| ∗ 3 + |Rk| ∗ 3

Table IV. Energy Consumption Comparison: 3G-based vs Parallel+3G-based (P+3G)
vs EEMC vs Pace vs Greedy

Ne 3G (J) P+3G (J) EEMC (J) Pace (J) Greedy(J)
10 240 150 110.37 138.00 281.48
20 480 300 190.18 229.32 433.75
30 720 450 268.15 313.75 557.88
40 960 600 343.77 397.35 668.28
50 1200 750 417.66 480.78 771.35
60 1440 900 494.98 563.03 863.82
70 1680 1050 571.48 642.29 953.82
80 1920 1200 650.74 722.37 1040.85
90 2160 1350 730.73 801.59 1120.88
100 2400 1500 811.95 879.31 1199.57
110 2640 1650 893.13 958.64 1274.27
120 2880 1800 972.88 1037.97 1347.80
130 3120 1950 1057.31 1116.76 1419.49

Our analysis suggests that it is reasonable to conclude that all three algorithms in our
comparison work as designed on the real-world datasets.

9.4. Energy Conservation Comparison

With the number of task assignments and returned results obtained, it becomes possi-
ble to estimate the energy consumption of EEMC and corresponding baselines. In this
section, we would like to estimate how much energy our proposed EEMC scheme can
save in data transfer compared to the following schemes:

—3G-based Scheme: Receives the task assignment by establishing a new 3G connec-
tion, and returns the sensed results by establishing another 3G connection.

—Parallel+3G-based Scheme: Receives a task assignment when the participant
places a phone call through parallel data transfer and returns the sensed results
by establishing a new 3G connection.

These two schemes do not need redundant task assignments (i.e., both methods can
secure Ne participants returning their sensed results through assigning tasks to Ne
participants) since all the participants can return the sensed results via a new 3G
connection by using these two schemes. Table III lists the overall energy consumption
estimation formulas in data transfer for all the schemes; these formulas are based on:

(1) the common observations reported by existing literature [Balasubramanian et al.
2009; Nurminen 2010; Thiagarajan et al. 2012; R. Pease 2013] measuring the
energy consumption of N95 and Android phones, and

(2) the assumption that the data packets for task assignment or sensed results are
small (<10KB each).

Considering the MCS applications such as air quality monitoring and environment
noise monitoring, this assumption is reasonable and the energy estimated using the
formula could serve as a reference for comparison purposes.

Table IV shows each scheme’s average energy consumption per sensing cycle as
Ne varies. EEMC outperforms all the other schemes. Specifically, it can save 54%–66%
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energy compared to the 3G-based scheme; it can save 26%–46% energy compared to the
Parallel+3G-based scheme. Note that these evaluations are based on a small number
of expected sensed results (i.e., Ne ≤ 130). If an MCS task needs more participants to
collect sensed data, and there are more sensing cycles per day, the total energy saving
will be much more significant. Interestingly, if we compare EEMC, Pace, and Greedy
with the Parallel+3G-based scheme, we can see that EEMC outperforms all the other
schemes in all the conditions, but the Greedy method consumes more energy than the
Parallel+3G-based scheme when Ne < 60. In summary, all the evaluation results show
the effectiveness of EEMC in saving energy consumption in data transfer for both
individual participants and the whole crowds.

10. CONCLUSION AND DISCUSSION

In this article, we have presented EEMC, a framework to enable energy-efficient mobile
crowdsensing, where the goal is to reduce energy consumption in data transfer for both
individual participants and the whole crowd while securing the sensed result collection
from a minimum number of participants within a specific timeframe (namely, a sensing
cycle). The proposed framework embeds several mechanisms from existing work such as
parallel transfer and cycle-based delay-tolerant participatory sensing into a novel two-
call-based MCS data transfer scheme, which is capable of reducing energy consumption
in data transfer for individual devices by 75% compared to the common 3G-based
schemes. To reduce overall energy consumption for the whole crowd, we propose a two-
step task assignment decision-making algorithm to avoid redundant task assignments.
Evaluations with a large-scale real-world dataset show that the proposed algorithm
constantly outperforms baseline approaches in terms of task assignment, and EEMC
can reduce overall energy consumption in data transfer by 54%–66% when compared
to the 3G-based schemes.

Due to space constraints, there are still several problems that are not fully elaborated
or addressed in this work. For example:

—Using Advanced Predictor and Adaptive Threshold: The effectiveness of
EEMC in reducing the overall energy consumption (e.g., the number of redundant
task assignment and returned participants) relies on the precision of the adopted
call predictor and the threshold settings (i.e., the settings of Ps) used in the Pace
Controller/Decision Maker modules. In this study, we simply use the inhomogeneous
Poisson process to model/predict future calls, and we choose a fixed threshold in all
conditions. In future work, we plan to improve EEMC by adopting an advanced call
predictor and study the novel Pace Controller/Decision Maker modules leveraging of
self-adaptive threshold settings.

—Integrating with the Telecom Operator: In this work, we assume that, in col-
laboration with the telecom operator, the EEMC smartphone client could piggyback
MCS data over participant’s calls while the EEMC server could access each partic-
ipant’s call traces. To piggyback MCS data over cell phone calls, each participant’s
EEMC client should be able to access a 3G/LTE network (e.g., WCDMA), where the
parallel connection [Nurminen 2010] is enabled by the telecom operator. In order
to access the mobile call traces, there thus needs to be a method to integrate the
EEMC server with the telecom operator. Please refer to our previous work [Xiong
et al. 2013b], where we studied an alternative to integrating an EEMC server with
the telecom operator.

—Enabling Coverage-Constrained Sensing: In this research, we have not proposed
any techniques to tackle the coverage issue in mobile crowdsensing. Instead, we fo-
cus on the number of sensed results returned from a single target area. Assuming
the framework is capable of collecting a predefined number of sensed results from
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each subarea [Reddy et al. 2010; Sheng et al. 2012] or a certain percentage of sub-
areas [Ahmed et al. 2011; Hachem et al. 2013] in the whole target region, then our
proposed framework can be adopted to enable coverage-constrained crowdsensing
applications by dividing the target region into multiple subareas and using multiple
EEMC servers to collect sensed results in each subarea collaboratively.

—Leveraging Additional Energy-Saving Techniques: Apart from piggybacking
MCS data over 3G calls, other data transfer methods (e.g., piggybacking data over
3G data connection or transferring data via WiFi) also consume less energy when
compared to common 3G-based solutions. Furthermore, there exist a wide range
of techniques, such as adopting low-power consumption sensors or energy-efficient
sensing techniques, that can save energy in the MCS tasks. In our future work, we
intend to study an integrated MCS framework leveraging multiple energy-saving
strategies to further reduce energy consumption in a holistic manner.

—Handling the Corner Cases: Inside an overall target area, there might exist some
subareas, namely corners, where few or no cell towers have been installed. In order to
get sensed results from the whole target area including corners, we could use EEMC
complemented by many existing sensing approaches (e.g., deploying static sensor
infrastructure in corners). In future work, we will study the methods integrating
EEMC with existing sensor infrastructure.

—Energy Reduction of EEMC: In our work, we attempt to reduce energy consump-
tion caused by MCS applications from two aspects: (i) the energy consumed by the
MCS application on individual mobile phone and (ii) the overall energy consumption
caused by the whole MCS task on all mobile phones. In terms of reducing individual
energy consumption, when compared to common MCS alternatives (e.g., 3G-based
MCS), EEMC consumes less energy in data transfer but without causing extra energy
consumption in computation and sensing. In terms of overall energy consumption,
EEMC intends to assign as few MCS tasks as possible in order to reduce the overall
energy consumption on the top of two-call-based data transfer mechanism. In our
future work, we plan to profile the energy consumption caused by realistic MCS
applications using EEMC, and we will take the energy consumption of computation
and sensing into account for task assignment decision making.

—Fairness in Allocation of Tasks: Users may be more motivated to join the sensing
crowd if they know that energy resources are used fairly. In other words, that tasks
are distributed as equally as possible among the crowdsensing members. They may
also consider it unfair if they are allocated tasks when their mobile phone batteries
are below a certain threshold value.

Considering these open issues, in our future work, we plan to broaden and deepen this
research in several directions. First, we will attempt to design an optimal task assign-
ment mechanism based on advanced call prediction methods and study the impact of
threshold change on the task assignment, coverage, and number of returned partici-
pants. Second, we will study the coverage issue of mobile crowdsensing by considering
the physical coverage of mobile phone sensors and the fine-grained mobility (e.g., GPS
location) of participants. Third, we would like to develop a real mobile crowdsensing
platform leveraging mobile phones of volunteers, thus enabling a series of urban-scale
environment monitoring services.
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