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1. INTRODUCTION

The increasing ubiquity of computing technologies and artefacts leads to the growing
relevance of ethical aspects of computing. Despite decades of research in this field, there
is no common understanding of key components of the ethics of computing as perceived
and put in practice by the communities of technical scholars and practitioners. This
article provides the first systematic and comprehensive review of the literature on the
ethics of computing.

A sound understanding of ethics is a key component of the professional status
that professional bodies such as the Association for Computing Machinery (ACM)
aspire to. Professional computer scientists and related technical experts (e.g., software
engineers, data scientists) are interested in the social and ethical consequences of their
work to ensure that computing can realize its potential benefits. These professionals
also need to understand the forces that shape the social and regulatory environment
in which they act. Ethics is a key component that can determine acceptance of
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new technologies as well as legislative and other responses to new technologies.
Furthermore, an awareness of social and ethical consequences is increasingly required
as a component of funding proposals in which impact statements ask computer
scientists to engage with possible and likely consequences of their work. In order
to help computer scientists to better understand these issues, we use this article to
identify key ethical issues, relevant technologies, applicable ethical theories, and other
aspects that characterize current understanding of the ethics of computing. On this
basis, we identify gaps in knowledge and link to parallel discussions in other fields.
This allows us to recommend research agendas and practical steps to identify and
address ethical questions early in research and innovation in computing.

A key stakeholder group that has a crucial influence on the way in which computing
research is undertaken and, as a consequence, how computing artefacts and prod-
ucts are developed is represented by computer scientists and related technical experts
(e.g., software engineers, data scientists). These experts often determine the technical
choices that have a strong influence on ethical and social consequences of computing. At
the same time, these technical experts are usually not experts in the normative aspects
of computing and in how to assess and evaluate the consequences of their work. This
has long been recognized; many attempts have been made to raise the awareness and
interest of computing experts in social and ethical aspects of their work, for example,
by including it in standard curricula or professional accreditation.

As a consequence, most computing experts who have gone through a structured train-
ing program such as a university degree course have an understanding of professional
commitments to ethics as represented in codes and expectations of professional bodies
such as the ACM, the British Computing Society (BCS), the Institution of Engineering
and Technology (IET), and others. This focus on professionalism is important to help
embed ethics into professional practice, but it says little about which technologies are
of particular interest, which ethical issues are most relevant, or how such issues could
be identified or addressed in practice.

The potential of computing technologies to raise ethical and social issues that differ
fundamentally from those raised by other technologies has been discussed since the
very inception of digital computing [Wiener 1954]. This has led to a steadily growing
academic discourse engaging scholars from numerous fields and disciplines. We are
now at a point at which computing technologies and devices pervade most aspects
of personal, organizational, and social life. As a consequence, the ethical and social
consequences of such technologies are being examined with increasing vigor. Scholars
with an interest in the ethics of computing come from a broad range of fields includ-
ing computing, philosophy, law, and social sciences. This article surveys the literature
on the ethical and social consequences of computing that is available in mainstream
academic publications to provide a comprehensive overview of the state of the debate.
It explores the discourse to find out which technologies are investigated, which ethical
issues are linked to these, how claims concerning the ethics of computing are sup-
ported by research, and which conclusions and recommendations are made on this
basis.

While there is much work on the ethics of computing, including several overviews of
the field [Brey and Soraker 2009; Bynum 2008b] and anthologies aiming to cover the
main topics [Bynum and Rogerson 2003; Johnson 1985; Johnson and Nissenbaum 1995;
van den Hoven and Weckert 2008; Himma and Tavani 2008], this article is the first
that explicitly explores the discourse as a whole. By focusing on mainstream academic
journals, we can understand how the topic of ethics and computing is represented to
technical audiences.

In addition to making an important contribution to knowledge by showing what is
currently known about the complex relationship between ethics and computing, the
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article can provide the basis for policy in both research and education in computing.
It clearly highlights which topics are currently most widely discussed and traces the
trajectory of topics, issues, and methods employed, suggesting areas requiring further
work.

An article offering a survey of a large topic area such as ethics and computing
cannot, by necessity, go into much depth with regard to all aspects of discourse that
are surveyed. We elaborate on some of the substantive ethical issues (e.g., privacy,
professionalism, autonomy, and so on) in the Discussion section. However, the main
purpose of the article is to map the topics and issues that have been discussed in the
field during the last decade. This is of importance to computing professionals who need
to gain insights into how ethical debates relate to their work. It is furthermore of
interest to scholars who focus on ethics and computing, and who want to contextualize
their work in a broader context.

Section 2 presents an overview of the conceptual background of the ethics of comput-
ing. Section 3 presents the survey methodology, including how papers were collected
and analyzed. On this basis, we present the findings in Section 4. Section 5 highlights
important trends and topics in the discourse. These form the basis of the conclusion
in Section 6, which outlines theoretical and policy implications and links the article to
the broader emerging context of responsible research and innovation.

2. THE ETHICS OF COMPUTING

This survey provides an overview of the breadth of ethics and computing in the liter-
ature. One key audience is that of computing professionals with limited background
in ethics. We therefore need to start with an overview of the term. “Ethics” has many
interrelated but distinct meanings (see Stahl [2012] for more detail). At the most basic
level, it refers to the perception of something being good or right. One may speak of
an “ethical use of computing” and mean that it is right, proper, acceptable, or socially
appropriate. Such an intuition of the ethical quality of an act is usually based on more
or less explicit norms and values that are accepted within a social group or culture.
Where such values and norms cease to be easily applicable or where they clash, explicit
reflection on the bases and assumptions related to ethical judgments is required. This
is what ethics as the discipline of moral philosophy does.

Not all computing professionals have a deep intrinsic interest in understanding the
details of ethics. It is therefore important to point out that many of their practical
discussions and decisions are nevertheless driven by ethical ideas and principles; thus,
it is important to have a general grasp of them. This may be most obvious in cases of
moral dilemmas, in which a technical choice is made in the face of competing values.
One example could be work on Brain Computer Interfaces (BCIs) that can be used
to help severely disabled individuals to better communicate with their environment.
While this is doubtlessly a positive moral good, technical choices can affect the ability
of users to act in a certain way and thereby impede their autonomy. It is not immedi-
ately obvious how particular technical choices in this context could be viewed from an
ethical perspective. A different and topical example is that of ethical questions in big
data. Large datasets can be used for an enormous range of applications that promise
numerous benefits, ranging from improved public health to optimized consumption
experiences. At the same time, they raise deep questions about concepts such as pri-
vacy and ownership. Identifying the ethical issues in this case is a complex endeavor
in its own right; linking them to technical choices that strike an appropriate balance
between contradictory interests and values is similarly difficult. The implicit reason-
ing in such cases can be highly complex. When made explicit, such dilemmas may
require recourse to ethical concepts such as utility, virtue, or responsibility. In order to

ACM Computing Surveys, Vol. 48, No. 4, Article 55, Publication date: February 2016.



55:4 B. C. Stahl et al.

appreciate the depth of such problems, a certain level of understanding of philosophical
ethics is required.!

Philosophical ethics can be divided into subdisciplines comprising metaethics, nor-
mative ethics, and applied ethics [Marturano 2002]. In addition, one can find reference
to descriptive ethics as part of moral philosophy [Nijsingh and Duwell 2009]. Descrip-
tive ethics aims to describe and understand moral values, judgments, and practices.
This can be the basis of normative ethics, which goes beyond description and seeks to
justify particular ethical positions. Normative ethics has developed a number of well-
known positions that pervade ethical discourse and that are widely used in reflecting
on why a particular action might be considered good or bad. Prominent normative
ethical positions or theories include consequentialism, deontology, and virtue ethics.
Consequentialism states that the ethical value of an action is to be found in its conse-
quences. The most widely used consequentialist theory is that of utilitarianism, which
holds that the aggregate amount of happiness minus the aggregate amount of pain
caused by an action are the measure of its ethical quality. These ideas are strongly
linked to British 19*"-century thinkers such as Mill [1861] and Bentham [1789]. Deon-
tology, on the other hand, holds that the moral quality of an action is to be located in
the intention of the agent. Deriving from the Greek work for “duty,” the most famous
proponent of deontology, the German philosopher Immanuel Kant [1788, 1797] formu-
lated the Categorical Imperative, which postulates that the hallmark of ethical quality
is the universalizability of a maxim. Virtue ethics, the final example to be outlined
here, disagrees with the focus on individual action that both consequentialism and
deontology share. From the virtue ethics perspective that goes back to Greek Antiquity
[Aristotle 2007] but still has strong proponents [MacIntyre 2007], the place of ethics
is the character of the agent. Something is ethically good that reflects the temperate
character and is expressed in reflective practice.

This very brief introduction to normative ethics cannot do justice to the richness of
the positions and centuries of discussion that they have engendered. It suffices for this
article, however, in that it gives an insight into some of the most broadly discussed
positions that are used to reflect on and justify ethical positions related to computing.
It is important to point out that ethical theorizing did not stop in the 19th century
and that there are numerous recent normative ethical theories in addition to the three
just outlined, such as ethics of care [Gilligan 1990; Adam 2001] or postmodern ethical
positions [Sarker et al. 2009].

Ethical theorizing raises numerous fundamental questions, for example, concerning
the truth value of moral claims, the question of whether morality is culturally relevant,
whether there are moral facts and how they could be known, and whether and how
ethics is linked to empirical facts. These questions are the subject of metaethics, which
“explores as well the connection between values, reasons for action, and human moti-
vation, asking how it is that moral standards might provide us with reasons to do or
refrain from doing as it demands, and it addresses many of the issues commonly bound
up with the nature of freedom and its significance (or not) for moral responsibility”
[Sayre-McCord 2014].

The final aspect of moral philosophy and the one most relevant to this article is that
of applied ethics. Applied ethics uses the ideas and discourses from moral philosophy to
come to a better understanding and often to prescriptive positions in particular areas
that call for ethical attention. Prominent examples are biomedical ethics, technology
ethics, military ethics, or environmental ethics. Applied ethics can include subsections

1Readers may be interested in more detailed practical examples. This article does not offer the space for such
a discussion but can point the reader to repositories of examples, such as the Observatory for Responsible
Research and Innovation in ICT: http://responsible-innovation.org.uk/page-resource/Ethical%20issues.
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of the other types of ethics; thus, there may be descriptive, normative, and metaethics
in all of them. For the purposes of this article, the ethics of computing can be seen as a
component of applied ethics

A further aspect of applied ethics that is relevant to computing is that of profession-
alism [Gotterbarn et al. 1999]. Questions regarding the definition and implementation
of professions have connotations affecting ethics. One can find discussions of ethical
aspects of professionalism in all professional fields (notably medicine and law, but also
elsewhere, e.g., in journalism or media) [Gorman 2001; Mostaghimi and Crotty 2011].
Questions regarding the professional nature of the field of computing have long been
debated and continue to be a focus for the ethics of computing [Albrecht et al. 2012;
Bynum and Rogerson 2003; Estell and Christensen 2011; Martinsons et al. 2009; Payne
and Landry 2006; Weckert and Lucas 2013].

2.1. Computer and Information Ethics as Applied Ethics

The term “computer ethics” can be traced back to the 1970s [Bynum 2008b] but ethical
concerns arising from digital computing go back to the very beginning of the develop-
ment of the technology [Wiener 1954; Wiener 1964; Bynum 2008a]. Norbert Wiener,
the father of cybernetics and one of the pivotal figures in the development of digital
computers, recognized early that this technology had the potential to change many as-
pects of life that had crucial ethical importance. He foresaw morally relevant changes
to the way that we conduct ourselves in many ways, including warfare. His foresight
was such that, at the very beginning of the development of computing technology, he
explored how computers might change the world of work. Another pivotal moment in
recognizing the ethics of computing occurred when Weizenbaum [1977], while working
on artificial intelligence applications, found that many people were happy to communi-
cate with computers, some going so far as to accept them as partners in psychological
consultations. For Weizenbaum, this was the basis of an exploration of the relationship
between computers and humans.

While there are thus early examples of high-level attention to the relationship be-
tween computers and ethics, a broader discourse only started in the 1980s and 1990s.
During this period, computer ethics developed into a field of applied ethics. Dedicated
courses on computer ethics were included in curricula, textbooks on the topics were
written [Johnson 1985], and academic conferences (e.g., Computer Ethics Philosoph-
ical Enquiry, Computers and Philosophy, ETHICOMP) and journals (e.g., Ethics and
Information Technology) were created. Professional organizations focusing on comput-
ers, such as the ACM or BCS, established ethical codes to provide guidance to their
members.

At the same time that computer ethics became recognized as a legitimate field of aca-
demic inquiry, the subject area—computers—became less recognizable. The increasing
integration of computing artifacts into other technologies and the environment as ex-
pressed in visions of technology captured by concepts such as ambient intelligence
[Sadri 2011; Friedewald et al. 2005] or ubiquitous computing rendered the idea of com-
puters as easily identifiable artifacts obsolete. This diffusion of computers into their
surrounding environment raises new ethical questions related to issues such as pri-
vacy, surveillance, autonomy, or ownership [Wright et al. 2008; Quilici-Gonzalez et al.
2010; Lally et al. 2012].

To complicate matters further, there are terms—in addition to computer ethics and
information ethics—that cover similar, if not identical, territory. These include ICT
ethics [Markus and Mentzer 2014], IT ethics [Banerjee et al. 1998; Miller 2009], cy-
berethics [Spinello and Tavani 2001], or ethics of information systems [Cohen and
Cornwell 1989; Mingers and Walsham 2010], to name some of the more prominent
ones. We therefore need to delineate the subject area of this article.
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Fig. 1. Possible components of an article covering ethics of computing.

2.2. The Ethics of Computing

This article surveys the current state of the academic discourse on ethics and comput-
ing. The outline of computer ethics is important to understand a possible conceptual
basis for it, but it is by no means certain that the technology-oriented communities
working on computers are aware of, and engage with, computer and information ethics
discourses.

At the same time, an awareness and understanding of ethical issues of computing is
gaining importance. Computer ethics may have been a very specialized area of interest
during its inception several decades ago. The ubiquity and pervasiveness of computing
devices have changed this radically. Current political and social debates about (state)
surveillance, “Big Data,” intellectual property of digital content, social consequences of
widespread use of social media, and many more indicate that ethical issues related to
computing have taken center stage.

The approach that we take is to explore the literature on the ethics of computing
that is available to technical research communities to understand the subject area from
their side. This was achieved by exploring the discussion of ethics and computing in
mainstream academic outlets as represented in the databases Scopus and ISI Web of
Knowledge, to which academic users normally have access. Instead of defining a priori
what counts as a computer, an ethical issue, or an ethical theory, we have read the
literature on ethics and computing with a view to determining the meaning of these
concepts in published research. We use the term “ethics of computing” to underline our
initial openness with regard to these issues.

There is a diverse body of literature that covers many angles of ethics and computing.
The survey of literature described in this article aims to establish the important com-
ponents of this body of literature. One starting assumption underpinning this article
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is that published research on ethics and computing can have the following structure:
(1) a paper will normally focus on one or more ethical issues (2) that are often linked to
particular technologies and (3) can be assessed from the perspective of particular ethi-
cal theories. Such research may (4) use identifiable methodologies to come to insights.
These are likely to (5) constitute specific contributions to the literature and (6) can
warrant a range of recommendations.

We realize that this structure of a paper on the ethics of computing is unlikely to be
reflected fully in each piece of research. However, we believe that it is a useful way of
understanding how ethics of computing can be conceptualized. The key component here
is the “ethical issue”—or the thing, relationship, or process—that is seen as ethically
problematic. The five other components establish the context in which the ethical issue
is given relevance and meaning. This structure allows an understanding of a paper
in the field. Moreover, it provides our research with a structure that allowed for the
development of the methodology described in the following section.

3. METHODOLOGY

Understanding the literature is a crucial aspect of all research. Papers reviewing the lit-
erature are key to consolidating existing knowledge, identifying gaps in current knowl-
edge, and developing research agendas. Literature reviews create structure within a
discipline by identifying a collective representation of what is known and what needs
to be known [Boell and Cecez-Kecmanovic 2014]. According to Rowe [2014, p. 242], one
can distinguish between different goals of literature reviews:

(1) to summarize prior research

(2) to critically examine contributions of past research

(3) to explain the results of prior research found within research streams

(4) to clarify alternative views of past research (not necessarily integrated together)

According to the respective aim of the review, there are different approaches and
styles. Two key styles are statistical meta-analyses, which quantitatively assess the
discourse and prior reviews as a whole, and narrative reviews, which rely on qualitative
analysis to gain a deeper understanding of particular issues. Some studies combine the
quantitative and qualitative analysis to provide deeper insights [Joseph et al. 2007].
Such an approach is taken in this article, which undertakes a systematic review that
differs “... from traditional narrative reviews by adopting a replicable, scientific and
transparent process, in other words a detailed technology, that aims to minimize bias
through exhaustive literature searches of published and unpublished studies and by
providing an audit trail of the reviewers [sic] decisions, procedures and conclusions”
[Tranfield et al. 2003, p. 209] This section describes the methodology employed in
selecting appropriate literature and identifying and coding themes, as well as the
processes used to validate the quality of the review.

3.1. Selection of the Literature

As the focus of this article is on the ethics of computing as perceived by computer
scientists and members of related communities, the starting point of our literature
search was to focus on outlets that would be available to such communities. It was
therefore decided to focus on widely available academic databases that technical schol-
ars are likely to have access to. In order to give some breadth to the search while
simultaneously supporting a focused approach, we searched popular databases Scopus
and IST Web of Knowledge. These databases cover the majority of technical publica-
tions and index other computing-specific databases such as those of the ACM or IEEE.
Both Scopus and ISI include subject or research areas; we chose to focus on comput-
ing in our search. Google Scholar was excluded due to the exceeding breadth of its
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coverage and the difficulty of focusing on computing-specific publications. Using two
databases ensured that possible gaps in coverage in one could be compensated by the
other.

Given the rapid pace of technological development in computing, we restricted our
focus to recent developments that represent issues of contemporary importance. We
therefore included one decade of publications, from 2003-2012. While conferences
have the status of important and legitimate outlets in computer science and related
disciplines, we nevertheless limited our sources to journal publications under the as-
sumption that strong conference papers are likely to be turned into journal papers.
Additionally, journals typically have more stringent peer review and quality control.

Having thus decided on the range of publication dates (2002—-2012) and type (journal)
to be included, we searched the Scopus and ISI databases using the search term “ethic*.”
The wildcard in the search term ensured that a range of topics and titles would be
included. The search was run on January17, 2013, leading to 1597 hits on Scopus and
1296 hits on ISI.

The responses from both databases were collected, duplicates were removed, and
papers to be included in the full analysis were identified. In order to ensure the com-
prehensiveness of the analysis, each author suggested 10 papers that they saw as
important in the field. The sample was then checked to ensure that these papers were
represented. This initial validation of the sample highlighted some minor issues with
the databases, for example, the fact that certain journal issues were labeled as confer-
ence papers. These mistakes were manually rectified.

Using the validated set of literature, we then looked at each paper to ensure its
relevance to the survey. Criteria for inclusion were:

e relevance to the ethics of computing of the paper as a whole;

e ethics of computing applications constituted the major topic of the paper;

e coverage of well-discussed ethics issues, for example, surveillance, privacy, or profes-
sionalism in computing;

e clearly ethical topics with plausible relevance to computing;

e teaching computer ethics;

e Internet research ethics.

Papers were expected to fulfill one or more of these criteria. Papers not specifically on
the ethics of computing were removed from the sample. Exclusion criteria were:

e basis in fundamentally different discipline (e.g., pharmacogenetics);

e predominant focus on business ethics;

ethical issues for which information/computing are incidental (e.g., communication
with cancer patients);

religious issues;

ethics mentioned only as a reference, but not clearly linked to the paper;

teaching computing or computer sciences;

research ethics that refers to technology only in general.

The title and abstract of each paper was analyzed by one of the authors to assess
whether it clearly fell into the specified criteria. In cases in which this was not obvious,
all three authors looked at the paper and, when necessary, read it to assess relevance. At
the end of the selection process, 809 papers remained in the sample. During the coding
process (details to follow) and in light of the more detailed understanding of the papers
that we developed, further papers were removed from the sample for not satisfying the
inclusion criteria. The final number of papers coded was 599. Bibliographic information
for the whole sample is available in the supplementary material.
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Fig. 2. Temporal distribution of papers (n = 599).

Figure 2 shows the temporal distribution of the papers. An increasing trend is clearly
visible, underlining the growing importance of the ethics of computing.

3.2. Identification and Coding of Themes

The aim of identifying the discourse on ethics and computing and the intricacies
of ethical arguments called for a mixed-methods approach [Mingers 2001] that in-
cluded a qualitative analysis of the content of the paper in conjunction with a quan-
titative analysis of these qualitative insights. To this end, we uploaded all full pa-
pers in PDF form to NVivo Server, version 10. NVivo (http://www.qsrinternational.
com/products_nvivo.aspx) is a tool typically used for the analysis of qualitative data
while remaining supportive of work with quantitative data. In order to understand
the discourse on ethics and computing, we coded each paper using a scheme based on
the model in Figure 1. For each paper, we aimed to identify at least one (1) issue @i.e.,
ethical question or problem at the core of the paper), (2) technology, (3) ethical theory,
(4) methodology, (5) contribution and (6) recommendation.

Coding was done by reading the papers and highlighting relevant words or sentences
in the paper and coding them under the top-level code listed earlier (i.e., issue, technol-
ogy). Wherever possible, the original wording was used as the code. In cases in which
it was necessary to paraphrase the code, we tagged this explicitly. While almost all
papers discussed an explicit issue(s), the presence of other items was often less clear.
Multiple codes in the same paper from a single type were possible. For example, a
number of papers discussed several issues or used more than one theory. When a code
for a particular item could not be identified, it was coded as “none.” Coding stayed as
close to the text of the papers as possible, with only items coded that were recognizably
intended by the paper’s author(s). For example, if a paper did not have an explicit
statement about its contribution, we refrained from giving our interpretation of what
the contribution might be and instead coded it as “none.”

The quality-assurance process for the coding was similar to that for selecting relevant
literature. Initially, all three authors separately coded the same sample of 30 papers and
discussed their coding approach. Having agreed on consistent principles, the remaining
papers were then divided between the three authors and coded individually. When the
coder came across problems or questions, the papers were set aside and all three
authors discussed each to decide upon appropriate coding. Table I shows how many
unique codes were created for each of the six coding types.

The numbers of codes reflects the diversity and frequency with which codes were cre-
ated within each type. Concerning frequency, of all the types of issues were coded most
frequently, with many sources having multiple issues coded. Differences in diversity
reflect the characteristics of the type of code. Methodology, for instance, has a rather
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Table I. Unique Codes Per Type

Item Number of Unique Codes
Issue 1133
Technology 354

Ethical Theory 308
Methodology 96
Contribution 229
Recommendation 500

bounded set of possible instantiations, such as surveys, experiments, or case-studies,
while technology has a broader set of options.

3.3. Categorization of Codes

The final step in coding was the categorization of codes. In the case of issues, for exam-
ple, our sample had a total of 1133 codes. Many of these were similar and overlapping
due to naming the codes in vivo, using the words of the paper’s author(s). For the pur-
pose of this review, it is not helpful to have a long list of similar codes; instead, these
needed to be grouped into useful categories to allow for a more detailed understanding
of past and current questions in ethics of computing. In order to structure the findings,
we aimed to have a relatively small number of groups under each code type (i.e., Tech-
nology, Issue). To do so, the codes assigned to the 30 papers cross-coded for validation
(provided earlier) were categorized by all three authors. As with the initial coding pro-
cess, categories were compared and aligned through discussion to ensure consistency.
Having established the main categories, all of the codes were split between the authors,
who each categorized a segment individually. As before, contentious or questionable
categorizations were highlighted and agreed upon by all authors.

Categorization produced a hierarchical database of codes of up to four levels (see:
Figure 3). The hierarchy is structured as follows: for each type of code (e.g., Technology,
Issue, Contribution), the specificity of codes and categories increases at each subse-
quent level. The bottom level of the hierarchy (Level 3 or 4, depending on the type of
code) contains the raw codes from the reviewed papers. Each level consists of categories
describing the codes.

Having categorized all the codes, the final step of the review was to analyze our codes
and categories to describe key findings, trends, and developments. These are described
in the next section.

4. FINDINGS

As outlined earlier, the logic of our analysis was that a paper on the ethics of computing
could cover one or several ethical issues, most likely linked to one or more technologies.
These issues could be evaluated from the perspective of an ethical theory. We further-
more expected papers to describe the methodology used to arrive at their insights, to
potentially spell out their contribution to knowledge, and finally to make explicit the
recommendations arising from them.

When coding the papers for their contributions to these categories, it emerged that
these contributions were unevenly distributed. Almost all papers discussed issues, and
most covered technologies. A large number made explicit use of ethical theories, but
methodology, contribution, and recommendation were not components of all papers.
Whenever a novel item in any of these categories was found (e.g., an ethical issue not
yet covered or a new technology), it was coded as a new code.

Figure 4 represents a word cloud of all papers that were retained for full analysis
(n = 599). It provides interesting indications of some of the main technologies, issues
and aspects of ethics in computing that will now be discussed in more detail.
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Fig. 3. Example of hierarchical categories for technology codes.

In this section, we describe the findings of the survey broken down with regard to
the main aspects of this type of argument. Table II provides an overview of the 20
items (excluding “None” and “Other” codes) found most frequently in each of the four
code types of Technology, Issue, Ethical Theory, and Methodology?. For each of these
we show the name of the item and the number of papers coded.

Findings for each code type are presented throughout this section at the level repre-
senting the best balance between specificity of codes and meaningful groupings (Level 2
or 3). To aid the reader in identifying the level at which the discussion is operating
and the relationship between codes within a type, interactive mind maps have been
provided for each code type (see: Appendix 2). The ideal level of discussion varies for
each code type according to the total number of codes and the relative simplicity of
the raw codes. For example, raw Methodology codes are meaningful at Level 3 due
to substantial standardization in methods terminology within the reviewed literature,
whereas the specificity of Contributions means that meaningful discussion is possible
only at Level 2 categories.

We start the following discussion with ethical issues, as we believe these to be of
most interest to the readers of this article. We provide a brief discussion of some of
the key issues to allow for a better understanding of what they mean in a computing
context. The next section looks at the technologies discussed in the discourse. From
there, we move to ethical theories, methodologies, contributions, and recommendations

2The Contribution and Recommendation types did not provide sufficient codes to construct a top 20, as seen
in Sections 4.5 and 4.6.
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Fig. 4. Word cloud of all papers retained.

as further items that computing scholars may draw on in order to incorporate ethical
aspects into their work.

4.1. Issues

The most complex aspect of the survey related to the ethical issues of computing as
discussed in the literature. This is the area in which the largest diversity of individual
items was found. The initial coding of ethical issues in the papers identified well
over 1100 different codes, which indicates that, in many cases, papers identified and
discussed more than one ethical issue.

In keeping with the general approach to analysis, we initially identified ethical issues
verbatim, meaning that we coded the issues using the same wording as the text, then
grouped them into a hierarchy of categories. We chose five major categories (Level 2) to
organize the groups of codes: (1) core ethical concepts (terms widely discussed in moral
philosophy, such as freedom, justice or responsibility); (2) fundamental and theoretical
issues (directly related to theoretical questions, such as epistemology, ontology, or moral
principles); (3) legal issues (covering ethical questions with a clear link to legal regu-
lation, such as intellectual property or data protection); (4) social and practical issues
(issues to do with the social impact and consequences of computing, including political,
economic, and related issues); and (5) technical issues (those arising specifically with
regard to identifiable technologies).

Figure 5 shows the overall distribution of these main categories over the 10 years
surveyed. The temporal distribution of ethical issues shows that there is a general
consistency of the types of issues being discussed over the last decade. However, as
these high-level categories are rather broad, it is more interesting to dig deeper and
look at the components of the individual issues.
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Table II. Top 20 Items for Each Code Type (Levels 2 + 3)

‘ Technology Issues Ethical Theory Methodology
Internet 104 | Privacy 177 | Information 35 | survey 40
ICT 84 | professionalism, 70 | consequentialism 30 | literature review 22

work-related
issues
software 54 | autonomy 58 | ethical codes 29 | questionnaire 16
robots 46 | Agency 49 | Deontology 25 | interviews 15
computing 34 | Trust 49 | Kant 21 | quantitative 14
artificial 32 | specific 47 | Justice 18 | case study 13
intelligence computing
technologies
e-Health 25 | Consent 43 | Floridi 15 | scenario 8
e-services 22 | Identity 42 | human rights 13 | case studies 6
social 21 | inclusion, digital 42 | Aristotle 12 | content analysis 5
networking divides
artificial 20 | Security 41 | responsibility 10 | grounded theory 4
agents
information 20 | harm, misuse, 39 | design, 10 | qualitative 4
systems deception innovation,
technology
bio-ICT 18 | health-related 38 | Asimov 10 | focus groups 4
issues
computer 13 | justice 32 |legal 9 ethnography 4
surveillance
ambient 12 | behavior, 31 | autonomy, 9 experiments 4
intelligence practical issues freedom
electronic 11 | epistemological 28 | robot, Al 9 review 3
health issues
records
computer 11 | design 26 | principalism 9 book review 3
games
peer-to-peer 10 | education-related 24 | Well-being, 8 conceptual S
issues human good
Web 2.0 9 research ethics 21 | medical ethics 8 laboratory 3
experiment
Virtual 9 moral values and 21 |Rawls 8 modelling 3
reality duties
e-commerce 9 online piracy 20 | critical 8 case examples 2

4.1.1. Core Ethical Concepts. We used the category of “core ethical concepts” to collect
all those issues that reflect a significant aspect of the broader discourse in moral
philosophy. The dominant ethical issue that by far outweighed any other ethical issue
in this or any other category was that of privacy. A total of 180 papers from our sample
discussed privacy as the, or at least one of the, central ethical issues of computing. The
second most widely discussed issue was autonomy (n = 59), followed by agency and
trust (both n = 49). Figure 6 shows the distribution of the core ethical issues in our
survey by number of papers coded for each category, followed by relative distribution.

These core ethical issues are characterized by the fact that they constitute impor-
tant topics of ethical reflection. At the same time, they are not necessarily linked to
particular ethical theories or position. Freedom and justice, for example, have been
discussed and applied in philosophy and ethics extensively, with numerous competing
theoretical positions seeking to define the meaning of these terms. For this reason,
we distinguished these core ethical issues from issues that pertain directly to ethical
theory or other theoretical philosophical questions.
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4.1.2. Fundamental and Theoretical Issues. Fundamental and theoretical issues are gen-
erally those that require a better conceptual and theoretical understanding in order
for ethical questions to become clear or to be amenable to solutions. The largest sub-
category in this area is that of epistemological issues (n = 30), that is, related to the
question of what is knowledge. This finding reveals that ethical judgments need to be
based on an understanding of the workings of the social and natural world, and how
we form reliable knowledge about it. Lack of clarity in such matters of fact can raise
problems with regard to ethics. Bias in research on computing, for example, can skew
not only the factual understanding but also the way in which ethics is perceived.

Another set of issues related to the question of epistemology and ethics is that of
ontology. We found 13 papers that highlighted ontology as an ethical issue. We use the
term “ontology” in the philosophical meaning, that is, as referring to the nature of being.
There is a complex relationship between what is, what can be known or perceived, and
what is seen as morally good or justifiable. While this is a well-established fact in
moral philosophy, the majority of papers referring to ontology did so in the context of
one ethical theory: Floridi’s information ethics [Floridi 2010].

The second largest group of theoretical issues referred to particular moral values
and duties (n = 21). Examples of duties discussed in the sample are friendship [McFall
2012], honesty [Mostaghimi and Crotty 2011], or sustainability [Williamson 2010].
Further noteworthy groups of fundamental and theoretical issues include machine
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Table Ill. Social and Practical Issues

Issue #
age-related issues 4
behavior, practical issues 31
codes and policies 16
consent 43
cultural issues 20
economic and business issues 19
education-related issues 24
environment, sustainability 2
harm, misuse, deception 39
health-related issues 47
inclusion, digital divides 45
military 13
other 29
politics 20
power 12
professionalism, work-related issues | 70
quality of life—welfare 14
research ethics 23
society, impact on 9

ethics, issues arising from specific ethical theories, moral status of technology and
machine ethics, or moral principles. What all of these issues have in common is that
they are related to complex philosophical discourses and not open to simple answers. All
relate directly to questions of ethical theory (see Section 4.2). They tend to be contested
within philosophy and do not lend themselves to algorithmic solutions or practical
applications. Fundamental and theoretical issues thus stand in stark contrast to more
practical issues of immediate importance to a specific context.

4.1.3. Social, Practical Issues. The largest group of ethical issues consists of those that
we classed as social and practical issues (see Table III). In this group, we included
all those issues that have implications for the way in which humans live together
and interact. This group of issues was discussed in 331 papers, more than half of the
literature we investigated.

The topics that fall under this category cover many of the main issues that have
long been of interest in ethics and computing. It is worth noting that the largest cate-
gory here is “professionalism and work-related issues,” which confirms the continuing
importance of professionalism in matters of ethics and computing. The relationship
between computing and health is another key issue, as is the question of inclusion and
digital divides. This category furthermore covers practical questions consent, which
can be important both in research and in commercial and professional practice, in
which personally identifiable data is involved. Overall, the broad spread of these nodes
shows the breadth of influence that computing has on all aspects of life. Computing
can affect quality of life, power and politics, economics, education, the environment,
and virtually all other aspects of life. This breadth underlines the importance of ethics
in computing, but also highlights the difficulty of gaining a clear understanding of the
rich array of ethically relevant social consequences of computing, many of which may
be entangled with legal and regulatory issues.

4.1.4. Legal Issues. We described as legal issues those pertaining to existing or future
formal regulation, in most cases, statutory regulations and law. The relationship be-
tween law and ethics is complex. Ethics and shared moral beliefs shape the law to
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a significant degree. At the same time, legal regulations can enforce, strengthen, or
modify moral positions. However, this relationship is not always straightforward and
there are numerous examples in which legislation and morality do not converge or in
which the moral evaluation of the law is contested. In the field of computing, this is
most notably the case with regard to questions of intellectual property (IP). The debate
concerning who does or should own the intellectual property in, for example, software
or digital content is one of the cornerstones of discourse in computer ethics [Hull 2012;
Spinello and Tavani 2004]. It is therefore not surprising that the majority of issues in
the category of legal issues can be subsumed under the heading of intellectual property.

We broke down these codes further to distinguish which aspect of IP that they
addressed. We used two broader codes, namely “intellectual property” (n = 20) to cover
all IP issues and “ownership” (n = 14) to cover property issues going beyond IP. Key
nodes pointing to more specific legal aspects were “copyright” (n = 8) and “online piracy”
(n = 20).

Another ethical issue with important legal ramifications is the dominant ethical
issue of the survey: privacy. Privacy can be seen as a moral right that is sometimes
expressed in law and is even upheld as a human right, for example, in Article 8 of the
European Convention of Human Rights. One way of implementing this right is via data-
protection legislation, for example, through the European Directive 95/46/EC which
provides the basis for national data-protection legislation of EU Member States. For
the sake of simplicity, however, we did not code privacy and data protection separately,
but grouped all papers referring to the ethical or legal side of this issue under “privacy.”

4.1.5. Technical Issues. The final category of codes consisted of all those ethical issues
that are caused or linked to particular technical functions or artifacts. The top issue in
this category was security (n = 41), followed by design (n = 26). The former specifically
addressed technical means of security, the adequacy of which can determine the ethical
acceptability of a technology. The latter addressed how design can affect ethical issues
or how it can be shaped by ethical concerns. A key idea here is that of value-sensitive
design [Cummings 2006; van Wynsberghe 2013; Friedman et al. 2008], a methodology
that incorporates value considerations early in the design process.

In addition to these two technical issues, numerous references were found to ethical
issues specific to particular technologies. The two largest of these were robots (n = 23)
and the Internet (n = 7), which are discussed in detail in the following section.

4.2. Technology

In many cases, ethical questions arise in the context of a particular technology. We
therefore expected papers to explain to which technology the ethical aspect was partic-
ularly relevant. As in all other cases, we used a bottom-up coding logic, that is, we coded
the technologies as we found them in the papers. These codes were subsequently cate-
gorized by grouping technologies based on shared technological capacities or intended
uses. Grouping allowed for a better understanding of which types of technologies were
of most interest in the reviewed literature, rather than relying on authors using the
same terms to describe closely related technologies (e.g., consider the description of
an unmanned aerial vehicle as an “autonomous weapons system” or “autonomous war-
fare”). Figure 7 shows the broad distribution of technologies at the top level of grouping
(Level 2, per Section 3.3).

While many technologies easily fit into a recognizable category, the same did not hold
for all. The two largest top-level categories, “generic ICT” and “other technologies,” are
rather broad. However, a look at the content of these categories shows that they consist
of generic descriptions of ICTs. The category of “generic ICT” included codes such as
“computing” (n = 37), “ICT” (n = 86), “software” (n = 54) and “information systems”
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(n = 21). This indicates that a large number of papers discuss the ethics of computing
in rather broad terms without reference to specific technologies.

However, there were a number of clearly identifiable technologies or technical themes
in the sample. Internet and related technologies were a main focus. This includes
generic references to the Internet (n = 105) as well as specific Internet-enabled tech-
nologies and applications such as e-commerce (n = 9), e-research (n = 7), or e-services
(n = 22). Health-related technologies formed a similar, clearly identifiable cluster con-
sisting of “e-health” (n = 25), “electronic health record” (n = 11), “bio-ICT” (n = 29),
and further related technologies. The three most clearly defined technologies were
“artificial intelligence” (n = 68), “robotics” (n = 56) and “social media” (n = 40).

These findings suggest that numerous high-level technologies attract considerable
ethical attention (AI, health-related, Internet, robotics, and social media). However,
these are still very broad categories and are less well represented than the even more
general categories referring to ICT as a whole. In order to shed some light on the
details of the technologies being discussed, we looked at the technologies discussed in
the papers at a more granular level. As in the case of ethical issues explained earlier,
we did this by moving from the higher-level categories described earlier and analyzing
which technologies were included in them. Due to the large number of technologies
included in the survey, our data structure included 4 levels of abstraction. We used this
structure to look at the more granular level to see whether it could reveal any further
insights into important and widely discussed technologies. Going to Level 3, we found
the top 20 technologies listed in Table II. An interesting observation resulting from
this visualization of the coding is that technologies tend to be treated quite broadly
and generically in discussing ethical issues of computing. Our initial assumption that
ethics in computing tends to focus on particular information technologies therefore
could be only partially upheld (see Figure 8).

4.3. Ethical Theory

The third component of our hypothesized structure of a paper on ethics and computing
is that of ethical theory. Ethical issues may be evaluated differently depending on the
theoretical assumptions. We therefore sought to find out which ethical theories were
used in our sample. When coding for ethical theory, we aimed to focus on theories that
are actually used in the argument of the paper. Brief references to ethical theories
without further relevance to the narrative were not coded.

The first interesting observation arising from this is that half of the reviewed papers
did not make explicit use of an ethical theory or concept (n = 300). The remaining half
covered a broad range of theoretical positions (Figure 9).

The largest group, “ethical theories linked to individuals,” covered a number of ethical
theories famously linked to specific philosophers, such as Kant (n = 21) or Aristotle
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(n = 12). The most prominent contemporary philosopher in this group is Luciano Floridi
(n = 15). “Ethical theories linked to individuals” is closely linked to the second-largest
category, “traditional ethical theories,” which included ethical theories outlined earlier,
for example, consequentialism (n = 30), deontology (n = 25), and virtue ethics (n = 7).
Others within this category included principalism (n = 9), religious ethics (n = 3), and
ethics of care (n = 2).

In a number of papers, ethical theory was addressed using recourse to generally
accepted moral principles, but without specific reference to a particular theory. Salient
examples of this include justice (n = 18), human rights (n = 13), responsibility (n = 10),
and respect for autonomy (n = 9). Unsurprisingly, numerous references were also made
to ethical theories that have been developed with the specific view toward computing.
These notably include information ethics (n = 35) and ethics of robots or Al (n = 8).
Other theories or sets of principles from applied ethics include ethics of design (n =
10), medical ethics (n = 8), and research ethics (n = 6).
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4.4. Methodology

Having thus understood the usage of ethical theory across the sample, the fourth
element of the model concerned how claims were supported. We assumed that papers
that claim to say something novel on the topic of ethics and computing would ideally
substantiate these claims, and that the traditional academic way of achieving this is
to establish, justify, and make use of a particular methodology.

Again, our assumption about the structure of a typical paper (see Figure 1) was
proven wrong, as 422 of the papers did not mention a methodology used. The distribu-
tion of those that did can be seen in Figure 10.

One interesting observation arising from Figure 10 is that the majority of the method-
ologies mentioned are used in the social sciences. This may reflect the background of
the authors and a particular penchant of social sciences for the use of methodology.
In our experience, this focus on methodology is much less pronounced in other disci-
plines, including some of those interested in ethics of computing such as philosophy
or computer science. The limited use of the term “methodology” and the dominance of
social sciences in the methodologies used may just reflect the academic provenance of
the contributing authors.

4.5. Recommendation

If papers on the ethics of computing are meant to make a practical difference, then it
is reasonable to assume that they would spell out how this practical difference is to be
achieved. To put it differently, one could expect such papers to contain recommendations
for the various stakeholders involved.

This assumption proved to be broadly correct, with approximately two-thirds of the
sample (n = 375) providing recommendations. The distribution of recommendation
types can be seen in Figure 11. It is notable that the largest set of recommendations
referred to the research system itself, for instance, in endorsing further research on
the topic. Practical guidelines, tools, and examples of good practice formed the second
largest set of recommendations, followed by awareness raising, contribution to policy
and debate, discussion, and engagement.

4.6. Contribution

The final element of the papers that we explored concerned perceived contributions.
Any paper published in an academic journal can reasonably be expected to make a
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contribution to knowledge. We wanted to identify whether authors had reflected on
this contribution and made explicit what they thought it was.

Again, this assumption proved to be misleading, with two-thirds (n = 409) of the
sample not referring explicitly to their contribution. Where contribution was discussed
explicitly, the largest percentage focused on contribution to theory (n = 57), followed
closely by practical guidance on ethical problems (n = 54) and clarification of ethical
issues (n = 53) (see Figure 12). Given the common assumption that ethical issues arise
in connection to specific computing technologies, the relative lack of practical guidance
in perceived contributions is somewhat surprising.

5. DISCUSSION

The Findings section shows that the discourse on ethics and computing is very rich.
Much discussion exists of issues and technologies and, to a lesser degree, of ethical
theory. Methodology, recommendations, and contribution are less widely explicitly dis-
cussed. In this section, we now explore in more detail the relationship between these
different categories. We begin with an overview of the most dominant relationships
between key categories. This is followed by an introduction to nine of the ethical issues
featured most frequently in the discourse. For each, we briefly discuss their content,
then outline links to other categories and issues. This aims to provide the reader with
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a better understanding of why the issues are important. The section finishes with a
high-level review of the findings that highlights key findings, including gaps in current
research.

Section 4 highlighted the top 20 codes for each of the six code types (e.g., Issue,
Technology, Methodology). Further insight into the nature of the discourse can be
gained by mapping the connections between these high-level codes (Figure 13). For
this purpose, we first established the relative strength of the connection between two
codes, based on the number of papers in which the codes co-occurred. In Figure 13,
a higher strength of a connection is represented by nodes with a greater width and
opacity. For example, the mapping shows a strong connection between privacy and the
Internet, and e-health and health-related issues.

Second, implementing the Wakita and Tsurumi algorithm [Wakita and Tsurumi
2007], clusters were established based on the similarity of the pattern of connections
between codes within the sample. Codes within a cluster are better connected to each-
other in terms of being mentioned in the same source paper(s) than codes from other
clusters. For example, the codes “Asimov” and “dilemma analysis” share connections
to each other and to “privacy.” In our sample, seven clusters were constructed for the
vast majority of codes, with only seven codes not fitting into any of the seven clusters.
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In Figure 13, codes that reside in the same cluster are represented in the same color
and located in the same box. Each cluster is not independently meaningful, instead
providing structure to the figure, which highlights codes that appear together most
frequently. The following section provides an introduction to some of the issues with
the strongest connections in Figure 13.

5.1. Relationship Between Key Ethical Issues and Other Categories

In line with our contention that ethical issues are the core category of the discourse
on ethics and computing, we sought to gain a deeper understanding of the content of
these issues and their relationship with other categories. We therefore looked at the
top issues as listed in Table II, and looked in more depth at ten of these that represent
clearly identifiable discussions. In order to give the reader a working knowledge of
how these concepts are used within discourses around the ethics of computing, a brief
introduction is provided, indicating common usage and meaning within the reviewed
literature, and linkage to other categories.

5.1.1. Privacy. Privacy proved to be the dominant ethical concern and concept em-
ployed throughout the discourse (n = 177). Its frequency points to a diverse theo-
retical history and applications to technologies across decades, preceding “computer
ethics” as a discipline (e.g., Westin [1970]). To start, privacy can be seen as intrinsi-
cally morally valuable, or derive its value from related rights or ethical concepts, often
autonomy or freedom (e.g., Schoeman [1984] and van den Hoven [2008]). In relation
to computing technologies, two forms of privacy can be broadly, albeit crudely, distin-
guished: data privacy and personal privacy. The former concerns data about oneself, for
which acceptable norms of authorship, movement, and modification can be defined. The
latter includes forms of privacy not explicitly addressing data about oneself, such as
a “right to be left alone,” distinctions between “public” and “private” spaces and con-
texts (see Nissenbaum [2004]). As revealed by modern debates over public and private
digital spaces and modes of communications (e.g., Zimmer [2010]), the distinction in-
evitably blurs in technologically mediated interactions. Still, the distinction remains
helpful in ontological terms, distinguishing between privacy as control over informa-
tional representations of the self and related phenomena (see Floridi [2011, 2013]), and
as restrictions on access to physical bodies and spaces [Bagtiés et al. 2010].

Numerous standout examples of the variety of issues and mechanisms that can be
described in terms of privacy were evident in the reviewed literature. Data privacy
can be enacted through privacy policies that act as an agreement between user and
operator to maintain confidentiality by restricting processing of personal data [Mizani
and Baykal 2007]. Particularly strict norms are often found for computing technolo-
gies involved in health care or processing of medical data [Mack 2004]. In protecting
privacy norms, an unavoidable link with security exists, as technical measures such
as anonymization and security architectures can help ensure that unauthorized ac-
cess and reidentification of personal data are avoided [Cary et al. 2003; Al Ameen
et al. 2012]. In defining appropriate norms for particular user—operator relationships,
a tension may be evident between the user’s expectations of privacy and the potential
commercial value of the data for the operator. Such concerns are particularly relevant
for computing technologies that collect data of which the user may not be aware, in-
cluding websites and radio-frequency identifiers [Wasieleski and Gal-Or 2008], or for
surveillance technologies used to enhance security in public spaces [Bowyer 2004].

This brief overview of example applications of privacy in the discourse indicates
the seemingly limitless applicability of the concept. As evidence of this, privacy was
discussed in the same context as numerous other ethical concepts and issues in the
discourse, including autonomy (n = 26), consent (n = 33), harm (n = 15), health-related
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issues (n = 21), identity (n = 16), digital divides (n = 17), professionalism (n = 26),
research ethics (n = 15), security (n = 19), trust (n = 18), theories of information (n =
9), human rights (n = 8), and consequentialist theory (n = 7). Outstanding issues repre-
sented by these figures will be highlighted in the following sections. Further suggesting
its seeming ubiquity and relevance over time, privacy was discussed in relation to each
technological group coded, in particular, for Internet technologies (n = 41). Despite
its illustrious past, it would appear that computer ethics has far from exhausted the
potential uses and implications of privacy for emerging computing technologies such
as quantum computing or the Internet of Things.

5.1.2. Professionalism. Professionalism is a key concern for the ethics of computing. As
indicated earlier, there is a long stream of activities by computing-related professional
bodies in establishing computing as a profession [Weckert and Lucas 2013]. One core
question is whether computing can be considered a profession. One typical defining
feature of professions is their responsibility towards the public. Attention to ethics is
an underlying justification for granting professional status [Mostaghimi and Crotty
2011]. Describing computing as a profession is thus linked to the expectation that
computing professionals will pay attention to ethics. Professionalism counts as an
ethical issue in this paper insofar as it has material consequences for the way that
ethics of computing is dealt with in the real world.

The literature on professionalism discusses a number of ways of implementing and
practicing it. This includes pledges [Albrecht et al. 2012], professional bodies, regu-
lations, and many others. A key ingredient of professionalism is a formalized set of
expectations towards professionals that are often expressed in the form of codes of
ethics or codes of conduct. This relationship between professionalism and codes was
confirmed by our research, which had a clear dominance of “ethical codes” as an ethical
theory discussed in conjunction with professionalism (n = 12).

Other ethical issues that were frequently discussed in papers dealing with profes-
sionalism were privacy (n = 26), autonomy (n = 11), and harm (n = 10). This is
consistent with the assumption that one role of professionalism is to avoid harm and
privacy being the most prominent issue that can lead to harm. Autonomy is important
because it is a component of the status of professionals and therefore plausible as a
related issue.

As professionalism is a broad topic that covers all areas of computing, it is probably
not surprising that the references to technologies in papers dealing with the topic
tended to be broad. The three top technologies appearing with professionalism were all
broad and generic: ICT (n = 12), Internet (n = 13), and software (n = 12).

5.1.3. Autonomy. Autonomy, or self-governance, “is the ability to construct one’s own
goals and values, and to have the freedom to make one’s own decisions and perform
actions based on these decisions” [Brey 2005]. It has been defended as an important
value for self-realization in Western society, and is strongly related to the concepts of
freedom [Salvini et al. 2008], independence [Hildt 2010], and control [Anderson 2005].
This is reflected in the literature, as from a theoretical perspective, autonomy often is
discussed in terms of justice (n = 9).

When it is discussed in relation to technology, questions arise about possible infringe-
ments, as well as possible enlargements of autonomy. On the one hand, technology
may lead to paternalism [Kaplan and Litewka 2008], dependence [Stip and Rialle
2005], and loss of control [Allen and Roberts 2010]. At the same time, it may increase
independence [Kaplan and Litewka 2008] and enable human enhancement [Allhoff
et al. 2010]. Being autonomous is often associated with having control over your own
data. With privacy being a prevalent topic in computer-ethics literature, it comes as
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no surprise that, of the 58 papers in the sample addressing autonomy, it was most
frequently discussed in relation to privacy (n = 26).

Autonomy also is one of the core medical-ethics principles. In that context, autonomy
dictates that patients should be able to make informed decisions about their care
[Feil-Seifer and Mataric 2011]. This is reflected in the sample in which autonomy is
discussed in relation to consent (n = 11), harm (n = 9), and health (n = 7).

Another issue broadly addressed is whether machines can have (a degree of) au-
tonomy [Weng 2010]. In the reviewed literature, autonomy was also discussed rather
frequently with robots (n = 8) and the Internet (n = 12). The connection between au-
tonomy and the Internet was evident in connection to privacy issues of sharing data
online.

As discussed earlier, autonomy also is connected with professionalism (n = 11). It
is, for instance, argued that computing professionals have a duty to serve the public
interest beyond the interests of employers or clients [Mitcham 2009].

5.1.4. Agency. The idea of agency is “conceptually associated with the idea of being
capable of doing something that counts as an act or action” [Himma 2009]. Someone
or something then is considered an agent if and only if capable of performing actions.
Conceptually, agency has a close relationship to autonomy. In order to be considered
a true agent, the capability of the agent must include the ability to make decisions
underlying its actions, hence the agent must display some form of autonomy. This
relationship between agency and autonomy was found in the literature (n = 7).

Of the 51 papers discussing agency, most are concerned with something other than
someone being an agent. A common discussion concerns the extent to which intelligent
artifacts such as robots can or should be considered agents [Floridi and Sanders 2004]
or moral agents that can be held accountable for their behavior [Himma 2009].

Increasingly, autonomous artifacts as agents may create harm to human and nonhu-
man agents, or may suffer harm themselves and therefore should be considered moral
agents [Sullins 2005]. This raises questions that range from whether machines can or
should be moral decision-makers [Wallach 2008], whether artificial agents are morally
responsible for their acts, and whether and how artificial (moral) agency will shift the
burden for ethical behavior away from designers and users and onto the computer
systems themselves [Allen et al. 2005].

This general trend was reflected in the technologies discussed most frequently in
papers dealing with agency: artificial intelligence (n = 11), artificial agents (n = 10),
and robots (n = 16). Additionally, a key ethical theory mentioned in relation to agency
is Asimov’s laws of robotics (n = 5). Finally, the issues discussed most frequently in
the sample in relation to agency are issues related to “specific computing technologies”
(n = 12), which include issues specific to artificial intelligence and robotics.

5.1.5. Trust. Trust is a multifaceted concept often connected to privacy and security,
chiefly concerning the processing of data. The reviewed literature reflected this theoret-
ical overlap, with privacy and trust frequently discussed together (n = 18). Conceived
as a component of privacy, trust is a characteristic of relationships between data au-
thors, owners, data controllers, and analysts, in which there is mutual confidence in the
appropriate use of information systems to process data in an acceptable manner. Trust
is an evaluation of the perceived credibility, motivation, transparency, and responsi-
bility of a system, its designers, and operators. Here, credibility concerns reputation
[Little and Briggs 2009; Rashid et al. 2007, p. 190]; the system and its operators must
be thought sufficiently responsible to handle one’s data well. Motivation regards the
operators’ actual and intended uses of user data, the communication of which requires
a degree of transparency. When a trusting relationship exists, data processing can
proceed uninhibited within an agreed framework of accepted practices or purposes.
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According to this approach, systems and operators with clearly defined hierarchies of
responsibilities, in addition to frameworks to identify acceptable uses and oversight
mechanisms for users, are increasingly trustworthy.

While traditionally a concept that describes the nature of the relationship between
human actors mediated by information systems, trust can similarly exist between
stakeholders and systems themselves [Li and Buchthal 2012], or as a critical com-
ponent of human—computer interactions. In the reviewed literature, trust was often
discussed in the context of the Internet (n = 13), wherein trusting relationships can
be increasingly difficult to establish due to users entering into new relationships with
each visit of a website. Similarly, users interact directly with an information system,
meaning that the character of the system’s operators may not be accessible [Mack
2004]. Similarly, users may unknowingly interact with, or be subjected to, the oper-
ations of automated “sorting” mechanisms, including algorithmic profiling [Schermer
2011; Mittelstadt and Floridi 2015] and surveillance technologies (see Lyon [2003]).
Information systems augment human cognitive and decision-making capacities in pro-
cesses involving normative judgments and tangible effects for users. In doing so, moral
accountability traditionally assigned to human actors is displaced. Users may increas-
ingly need to trust in information systems to process their inputs and data in acceptable
ways, quite apart from how such data is eventually used by human actors. Without
engaging in a lengthy discussion of the potential value neutrality and moral agency
of computing technologies (e.g., Latour and Venn [2002]), it is recognized that, as
computing increasingly plays a role in personal data processing and decision-making
processes, identifying when and how trust can justifiably exist between users, systems,
and operators is not a straightforward task.

5.1.6. Consent. Substantial attention has been given to issues of informed consent
within research and commercial contexts (n = 43). Consent was often mentioned in
connection to the Internet (n = 12) and medical technologies, including bio-ICT (n = 6)
and e-health (n = 4). Informed consent is an ideal governance mechanism for research
and development intended to prevent abuses in studies requiring voluntary participa-
tion [General Medical Council 2008; Angrist 2009]. Specified originally to govern med-
ical research [Kious 2001], informed consent requires that users be provided sufficient
information and guidance to understand the scope, purpose, and potential outcomes
of a study, including known risks and benefits, the likelihood of each (including de-
grees of uncertainty), the identity of parties involved in designing and carrying out the
study, any conflicts of interest, and participants’ rights, including the right to withdraw.
Consent procedures also tend to require in-built protections for participants, including
mechanisms to prevent publication of identity, such as anonymization [Heeney 2012].
As information systems are increasingly developed and deployed by commercial enti-
ties beyond research settings subjected to ethical governance, consent also refers to
agreements made between users and operations of a system defining acceptable uses
and responsibilities. Comparable ethical oversight may be required in commercial con-
texts [Brown et al. 2004] due to potential harms being equivalent across academic and
commercial usage.

Emerging computing technologies present numerous difficulties for informed con-
sent. A key difficulty facing consent procedures for emerging computing technologies
concerns defining technology-specific thresholds for informed consent (e.g., Kaplan and
Litewka [2008]). The source of this problem is described by the dilemma of control
[Collingridge 1980], which states that, as the implications of an emerging technology
become known through its deployment, the difficulty of changing the technology’s tra-
jectory increases in parallel. At early stages of development and deployment, when
modifying the technology would be comparatively simple, uncertainty remains over
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its social and ethical effects, and thus the efficacy of proposed changes. Much of this
uncertainty stems from potential uses of the data authored and processed [Mittelstadt
and Floridi 2015], precluding the possibility of “well informed” consent? in research
and development of emerging computing technologies. At a minimum, single-instance
models of consent [Choudhury et al. 2014] are increasingly ill suited to an “information
age” marked by greater sharing of data across technological, social, commercial, and
national borders [Clayton 2005; Ioannidis 2013; Mittelstadt and Floridi 2015]. Apart
from dataflows, consent faces conceptual difficulties when applied to complex informa-
tion systems, the workings (and thus implications) of which may not be transparent or
comprehensible to users, acting as a limit on user autonomy (n = 11) and control over
personal data (or privacy, n = 33).

5.1.7. Research Ethics. Research ethics is strongly linked to issues of consent (n = 9).
Beyond issues of consent already specified, several papers identified emerging chal-
lenges for broader research ethics stemming from emerging capacities for Internet-
based research (n = 11). Here, concerns with consent overlap with a broader focus on
establishing norms of ethical conduct for research conducted in online and virtual en-
vironments [Varnhagen et al. 2005]. The need for new norms [Wilkinson and Thelwall
2011] stems from three facets of Internet research: (1) the temporal shifts in data reten-
tion and the accessibility of a “digital memory” implied by Internet technologies [Van
Wel and Royakkers 2004; Oboler et al. 2012]; (2) the related opportunities to conduct
research with unwilling participants using “scraped” data [Lomborg and Bechmann
2014; Markowetz et al. 2014; Krotoski 2012]; and (3) opportunities to engage par-
ticipants anonymously and at a distance [Buchanan and Hvizdak 2009]. Concerning
the first two, the Internet enables research without original data authorship through
measurements, interviews, observations, and the like. Instead, online research can ac-
cess extensive datasets retained in perpetuity across the Internet, seen, for example,
through public forums and social media platforms. Similarly, access can be negotiated
via platform operators rather than users (or participants), as much of what is available
is considered public (e.g., amenable to research or third-party analysis) by default.

Such new avenues of research create new difficulties beyond issues of consent, con-
cerning, for instance, ownership of data, replication of methods, recruitment and con-
sent procedures for participations, distinguishing public and private digital spaces
[Buchanan and Hvizdak 2009], how best to respect expectations of privacy of users
in such public digital spaces, and how to anonymize publicly available data prior to
the publication. Questions can also be raised over the capacities of existing ethics re-
view boards to appreciate the unique challenges presented by online research [Zimmer
2010], and to define requirements striking an appropriate balance between potential
contributions to knowledge and risks of research without explicit consent [Fairfield and
Shtein 2014].

5.1.8. Identity. Identity can refer to two broad areas of enquiry: first, as in “identifi-
able information” concerning issues of data protection and anonymization (e.g., Mizani
and Baykal [2007]); second, as a description of a person’s sense of self, which can
be constrained in technologically mediated relationships (e.g., Mordini and Ottolini
[2007]), for example, by constructing new informational representations of the user
(e.g., Floridi [2011]). This differs from the conception in technical contexts, in which

3Here, a comparison can be made to consent procedures for medical treatments, for which a base of clinical
evidence already exists, meaning that the likelihood and nature of risks can be communicated to patients
during the consent process. Uncertainty here precludes meaningful communication of risk, beyond making
clear that the risks of participation are largely unknown or unknowable at the time of consent.
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identity is strongly linked with concepts such as authentication or credentials. In our
analysis, these were captured under the category of security.

Concerning the concept of identity as identifiable information, forms of privacy that
restrict the collection of data about the user are particularly relevant to enabling
user control over identity, acting as barriers to “depersonalization” occurring when
data representations of the user are constructed by third parties [Nagel and Remmers
2012]. Privacy as a description of a person’s sense of self is increasingly relevant as
personal datasets are linked across platforms, both online and offline: for example, by
linking the identity of users to online avatars [Girvan and Savage 2012].

In treating identity as an ethical concept, a right of control over (personal) identity
is often advanced to ground normative claims. Papers discussing identity implicitly ac-
knowledged this need for control, considering the importance of identity maintenance
in the context of autonomy (n = 7), harm (n = 9), and privacy (n = 16). As an example,
control over self-identity through management of information used to construct iden-
tity (e.g., Floridi [2011]) can be grounded by a desire to respect individual autonomy
[Manders-Huits 2010]. Potential harms to an individual’s right to self-identity were
linked to violations of privacy, wherein a lack of control over person data change those
with access view and interact with the user. Interestingly, concerns over identity were
not localized around any particular set of technologies, while being most commonly
mentioned in relation to the Internet (n = 6), where users may increasingly be iden-
tified as “cyborgs” [Schultze and Mason 2012]. Human interaction with information
systems can further transform identity in unexpected ways, for instance, by creating
a sense of distance between actors that lessens the experience of moral agency, as has
been observed in online contexts involving illegal or immoral practices [Chiou et al.
2012; Giustozzi and Van der Veer Martens 2011].

5.1.9. Inclusion, Digital Divides. The growing importance of computing as an enabler
of economic activities, but also of social interaction, means that a lack of ability to
participate in these activities can be a significant ethical concern [Hacker et al. 2009].
Questions of inclusion and divides arise within countries or societies as well as between
them. Causes of digital divides are many and often reflect broader social divisions, such
as those created by the economic system [Parayil 2005], or other types of inequality,
such as those brought about by education, socioeconomic status, or age [Niehaves and
Plattfaut 2014].

As digital divides relate to the individual and collective life chances of those affected
by them, it is not surprising that, from the 45 papers in the sample that discuss
inclusion and digital divides as issues, ethical theories related to justice (n = 5), human
rights (n = 4), and Rawls, a philosopher well known for his views on justice as fairness
(n = 4), were often employed. Inclusion and digital divides can raise ethical concerns
with regard to any technology, but their problematic nature is most pronounced with
regard to the Internet as a key enabling technology. It is therefore not surprising
that the most frequently discussed technology with regard to inclusion issues was the
generic category of ICT (n = 14), followed immediately by the Internet (n = 13).

The purpose of this overview of main issues was to give a quick indication of the
type of problem discussed as ethical issues in computing and the relationship that they
have to the other types of categories used in the survey. We focused on those categories
that have a relatively well-defined content and are established discourses within ethics
and computing, leaving aside more generic categories such as harm, misuse, deception,
health-related issues, justice, behavior, practical issues, epistemological issues, design,
education-related issues, moral values, and duties. This section has shown the content
of a number of key issues, setting the scene for the overall discussion of the discourse
on ethics and computing.
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5.2. The Discourse on Ethics and Computing

This article has analyzed the discourse on ethics and computing that is available in
mainstream academic publications indexed in key databases to which researchers tend
to have access. This discourse is important to understand for the technical community
for its members to be sensitized to possible issues regarding the technologies they work
with, while being provided with ways of addressing them.

This section discusses general trends and gaps in the overall discourse. A general
observation is that the discourse is characterized by a very rich landscape of topics, in
particular, many different types of ethical issues. We have been able to show only a high-
level overview of this complex tapestry. The overall increase in number of publications
in the area, as expressed in Figure 2, indicates a trend toward growing awareness that
underlines the increasing importance of the field.

We assumed that there would be identifiable ethical issues or technologies whose
importance became clear during the decade that we investigated. In order to test this
assumption, we examined the temporal development of the top 10 ethical issues and
technologies. Interestingly, no clear trend emerged from this analysis, as reflected in
Figure 14, which shows temporal distribution for the top 10 ethical issues.

This figure shows that privacy is the dominant topic of ethics and computing and
that this has not changed over the 10-year period under investigation. Somewhat
surprisingly, the distribution of topics has been broadly constant, with no ethical issue
emerging completely new or disappearing entirely, and the order being relatively static.
A similar observation can be made with regard to the technologies described in the
literature.

This finding is surprising, as we assumed that, in light of the rhetoric surrounding
the disruptive nature of innovation in computing, there would be clearly identifiable
trajectories of key ethical issues or technologies. Our data do not support this contention
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Fig. 15. Quantity of papers coded across main categories (n = 599).

and show that the published literature on ethics and computing is rather static both
in terms of ethical issues and computing technologies.

A further surprising finding was the limited use of ethical theory. Questions of ethics
have been part of academic debate since the time of antiquity and have been discussed
intensively over centuries. While much of this debate may not be relevant to computing
questions, we assumed that it would be relatively standard to make explicit use of
ethical theory. This does not imply that there would be agreement on which theory
might be appropriate in a particular case, as philosophical ethics tends not to reach
such final consensus [Russell 2001]. However, we assumed that a reference to ethical
theory would clarify the argument. Contrary to our expectations, the majority of the
papers in our sample fail to make use of ethical theory. A possible explanation of this
may be the multidisciplinary nature of the community that contributes to the ethics of
computing. While this community includes philosophers, who focus to a large degree
on ethical theory, it also includes others for whom ethical theory does not seem to
be relevant. An exacerbating factor may be that the term “ethics” is widely used and
authors may feel justified in working with their intuitive understanding of the everyday
use of the term.

The multidisciplinary nature of the contributors to the discourse may also explain
why there is relatively little reference to methodology in the papers that we surveyed.
As indicated earlier, explicit attention to methodology seems to be required in much of
the social sciences, but it is much less prominent in other areas, including philosophy
or computer science. This does not mean that members of these communities do not
use a methodology, but it may imply that they do not feel a need to discuss it explicitly
in such terms. In other words, certain methodologies are perceived as self-evident. For
example, the author of a paper entirely discussing theoretical issues may assume that
usage of a “conceptual” methodology is obvious to the reader. However, the existence
of extensive background discourses on empirical and conceptual methodologies across
the social sciences and philosophy suggest that methodologies should be made more
explicit than is currently the case.

Some of the most interesting findings from our survey referred to these and other
absences in the literature. As seen in Figure 15, the number of papers recorded as
“none” (e.g., not given a substantive code) in the main categories reflects the degree
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to which our initial assumption about the typical structure of the paper on ethics and
computing was accurate.

Figure 15 also reveals that the assumption that papers would be likely to specify at
least one ethical issue and make reference to a technology was confirmed by the vast
majority of papers. Ethical theory and methodology played a much less prominent role,
with only one-third to one-half of papers explicitly mentioning them.

The final two categories (recommendation and contribution) shed light on the inter-
nal understanding of the discourse by its authors and contributors. It provides inter-
esting insights into why authors contribute and what they believe the consequences of
their publications should be. The fact that less than one-third of the papers explicitly
refer to their perceived contribution suggests a belief among authors that this aspect
is self-evident and not in need of detailed discussion. This, in turn, can be interpreted
as a sign that the authors have a clear view of the audience and they believe that
the audience is capable of determining the contribution of their work. In light of the
multidisciplinary nature of the discourse on ethics of computing discussed earlier, this
can be seen as a problematic assumption. It is not obvious that audiences from other
disciplines will have an immediate appreciation of the contribution of a paper unless
this contribution is explicitly spelled out.

We therefore submit that there is a structural problem in the discourse concerning
the ethics of computing. If this discourse truly aims at identifying ethical issues in
computing and providing ways of addressing them, then papers need to be structured
so that the various contributing disciplines are able to access and act on them.

At the moment, the results of the survey suggest that this recommendation has not
been put into action. Authors appear to pursue individual disciplinary aims. This as-
sessment is supported by the final category: Recommendations. If better understanding
of the issues and changes to practice are the aims of research on ethics and computing,
then one could expect to find practical and actionable recommendations as a matter
of course. This does not imply that every paper has to have a simple checklist, but it
might help if papers explicitly stated what should follow from them. While more than
half of the papers in our sample include recommendations, the majority of these are
not practical, but rather call for more research and discussion. No doubt, these are
valuable recommendations as better understanding and broader debate of ethics and
computing is desirable. However, in many cases, more practical guidance for specific
stakeholders or groups might help identify and address such issues. The percentage
of papers providing such practical guidance is relatively low, pointing toward a need
for more practical guidance as a bridge between the theoretical concerns of philosoph-
ical ethics and the practical work of engineers, developers, regulators, and other ICT
professionals.

6. CONCLUSION: ALIGNING ETHICS OF COMPUTING AND RESPONSIBLE
RESEARCH AND INNOVATION

The importance of ethical considerations in computing continues to grow due to the
ever increasing reach of computing technologies and artifacts into all areas of personal
and public life in industrialized societies. While most members of these societies can
be affected by such ethical issues, a key role is played by members of the technical
communities who research, design, develop, and implement these technologies.

This article presents a survey of the literature on ethics and computing as
represented in mainstream academic journal publications between 2003-2012. It
provides an overview of ethical issues, technologies, ethical theory, methodology, rec-
ommendations, and contributions of this discourse by presenting the results of a qual-
itative study of 599 papers published during this period. Focusing on this decade
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allowed us to demonstrate the development of the discussion as a whole. Individual
issues, technologies, methodologies, and the like may vary. However, the overview
of the entire discourse provides lasting insights that can inform computer scientists
with regard to their individual and professional responsibilities. Based on a general
structure of a paper on ethics in computing, we could show that some aspects of the
discourse are well developed. The survey shows that there is a very rich discussion of
a broad range of ethical issues related to computing, as well as a detailed interest in
numerous technologies. Ethical theory is broadly discussed, albeit in a less detailed
form than the ethical issues it can be used to describe. Other aspects are much more
nascent. Methodology, recommendations, and contribution of papers are not uniformly
well developed.

This article shows that there are rich sources for members of technical communi-
ties to make use of to gain a detailed understanding of ethical issues in computing.
The article further makes a contribution to the awareness of such ethical issues by
describing key ethical issues and their links to other categories. At the same time, the
article points to some of the shortcomings of current research on ethics and computing.
While the societal relevance of computing and its ethical consequences call for a collab-
oration between experts in different fields and disciplines, the analysis of the papers
indicates that many of the authors involved in researching the ethics of computing
remain wedded to their disciplinary traditions and fail to provide actionable advice to
relevant stakeholders. This observation is the basis of our recommendations, which are
described following the discussion of the limitations of our approach.

6.1. Limitations

The research described in this article is based on a detailed understanding and qual-
itative analysis of a large number of texts. This means that it is based on a large
number of judgment calls by the researchers when delineating categories or nodes. For
example, we coded “privacy” as an ethical issue and subsumed questions of data pro-
tection under it that could be equally relevant to law, regulation, identity, or security.
Many of our codes had a large degree of ambiguity and could fit into more than one
category. To address this, we developed a rigorous process of cross-checks and peer
reviews among the authors, which we believe led to a robust outcome. We concede,
however, that different interpretations of the literature are possible.

A second limitation is linked to the need to summarize and systematize a large body
of work in a very short space. We chose to use a number of quantitative measures
and graphical representations in order to convey key messages. We realize that this
might be misconstrued as an attempt to provide a positivist and objectivist reading of
literature, which we do not believe to be possible, in particular given the qualitative
and interpretive nature of the coding process.

Despite these limitations, we believe that this article achieved its purpose in repre-
senting the discourse on ethics and computing, showing its strengths and weaknesses,
thus supporting our recommendations as outlined in the next section.

6.2. Implications and Recommendations: The Transition to Responsible
Research and Innovation in ICT

The ethics of computing forms part of what is typically called “applied ethics.” However,
as can be seen from the analysis presented earlier, it is often not very applied or even
applicable. Our research has demonstrated that the discourse, despite rapidly changing
technologies and applications, remains relatively static. Over the course of the first
decade of the 21st century, issues, theories, and approaches in ethics and computing
have not changed substantially. On the one hand, this may be a positive sign, showing

ACM Computing Surveys, Vol. 48, No. 4, Article 55, Publication date: February 2016.



55:32 B. C. Stahl et al.

the continuity of research and a certain level of resistance to fashions and fads. On
the other hand, it may mean that the ethics of computing as an academic discourse is
somewhat decoupled from the technical developments that it aims to reflect on.

If, as we believe, work on ethics and computing is to have practical relevance and
influence technology research and design as well as policy and practice, then the field
will have to develop substantially. We believe that, in addition to exploring and defining
ethical issues, there should be more consistent attention to underlying ethical theory
as well as practical implications, recommendations, or guidelines that help individuals
deal with the ethical issues described earlier. To this end, we believe that a more
explicit discussion of the contribution of individual pieces of research, as well as the
methodology employed to arrive at particular insights, would be helpful.

The criticism that research on ethics and computing lacks impact is not novel. Our
research has demonstrated that there are good reasons to believe this to be a valid
criticism. At the same time, one can observe developments in the research landscape
that are likely to alleviate this problem. At present, there is growing attention to the
novel concept of responsible research and innovation (RRI) that aims to affect research
and research governance with a view to having a practical impact on the way in which
research and innovation activities relate to societal concerns.

ICT is not the starting point of the debate on RRI, which originates from technologies
that are more obviously of ethical relevance, such as nanotechnology [Grunwald 2010],
synthetic biology [Gutmann 2011; Zhang et al. 2011] or geoengineering [Macnaghten
and Owen 2011]. However, there is increasingly a recognition that the ethical issues
related to ICT require their own forms of responsible stewardship and management
[Von Schomberg 2011].

A popular concept of RRI that has been adopted by the UK Engineering and Phys-
ical Sciences Research Council (EPSRC)* was developed by Stilgoe et al. [2013] and
is based on the four principles of Anticipation, Engagement, Reflection, and Action
(AREA). To put it differently, research and innovation activities should aim to take
into consideration likely and foreseeable consequences of their action, engage with a
range of stakeholders likely to be affected by these activities, and reflect on purpose and
underlying assumptions, all of which should lead to manifest actions that can change
the course of the underlying research and innovation activities.

We believe that the discourse on ethics and computing, as described in this article,
does a good job with regard to two of these points: anticipation and reflection. Reading
the literature, one can get a detailed understanding of current ethical issues but also of
likely future consequences of current technology development. The point of reflection
is also well covered in the discourse, which discusses assumptions and underpinnings
of research and questions of the purpose of research. The third aspect of RRI, the
question of engagement, has a long tradition in computing research with regard to the
inclusion of potential users in research and design. What is less prominent at present
is a wider societal engagement and broader discussions not only about particular arti-
facts but about entire research agendas. This leads to a recommendation to research
policymakers to encourage wider societal debate on research agendas.

The final point of RRI that we believe to be crucial to the conclusion of this article
is the question of action. This refers to the question of how research on ethics and
computing can have relevant and manifest consequences. We have argued earlier that,
at present, the work on the ethics of computing is unlikely to be practically relevant.
We have furthermore argued that more attention to the following points in research
related to the ethics of computing is likely to overcome this issue to some degree:

4https://www.epsrc.ac.uk/research/framework/.
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e Contribution to knowledge of the research
e Practical recommendations
e Transparent methodology

We assume that more specific research on particular technologies or ethical issues is
more likely to have practical consequences than broader work on ICTs or computing
in general. We realize that this focus on changing the nature of research on ethics and
computing will not suffice. Scholars tend to follow their incentives. As long as incen-
tives do not include a broader relevance of research, scholars are unlikely to change
their focus. There are numerous initiatives that are trying to change the exclusive
attention to the reception of publications by the peers of the scholars. This includes
the requirement of European research proposals to discuss project impact or the UK
Research Excellence Framework and its inclusion of impact in the evaluation criteria.
The impact agenda that proposes to evaluate broader societal relevance of research
as part of the overall understanding of science and innovation is highly contentious.
From the point of view of ethics of computing, we believe nevertheless that it has the
potential to incentivize researchers to pay more attention to ethical and social issues.
Such a development will require a broad array of changes, starting from a changing
focus of policymakers to different incentive structures on the broader scientific and
organizational level, all the way to individual awareness of the concerned scholar. It
implies that there will be culture changes that move ethics closer to criteria of scien-
tific excellence as well as support structures that will allow research institutions and
individuals to learn about ethics and ways of recognizing and dealing with it.

Computer scientists and technical experts play a key role in this context. Their
understanding of technical principles and artifacts is key to understanding the ethical
qualities of computing. The survey of the literature presented in this article should
provide them with access to the discussion and a high-level overview of the subject. A
single paper does not offer the space to provide detailed guidance or examples of all
issues or technologies, but we believe that it has drawn out the main themes and given
an overview of the link between computing and ethics. Understanding this complex
relationship will help them to comply with the demands arising from their role as
professionals. It will furthermore allow them to drill deeper in particular areas as they
reflect on the potential impact of current research or practice. Finally, we hope that it
will motivate them to seek collaboration with experts in ethical and social aspects, as a
more comprehensive understanding of the ethics of computing and resulting changes
to practice will require closer collaboration of experts from these different fields.
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